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Abstract

Summarization is the process of condens-
ing a piece of text while retaining impor-
tant information. A well composed and
coherent summary is the solution for infor-
mation overload. Sentence extractive sum-
marization system requires different fea-
tures to rank sentences and then generate
summaries. In this paper we provide a de-
tailed analysis about effect of various fea-
tures in context of update summarization.
We adapt a machine learning algorithm for
combining features while scoring a sen-
tence. Further, we propose a new feature
that can effectively capture novelty along
with relevancy of a sentence in a topic.
Evaluation results show that our summ-
marizer is able to surpass top performing
systems participated at Text analysis con-
ference 2008. Gap between oracle sum-
maries and state of art summaries is ana-
lyzed to depict the scope of improvement
in sentence extractive summarization.

1 Introduction

With the rapid growth of data on the world wide
web, it has become important to provide only rel-
evant and useful information to user. Text sum-
marization is introduced as a technique to create
compressed version of given text retaining vital in-
formation. Types of Summarization varies from
“single document Vs multi-document”, “query fo-
cused Vs query independent”, “personalized Vs
generic”, “extractive Vs abstractive’.

Recent focus within summarization community
has been towards query focused update summa-
rization. The task is to summarize a cluster of doc-

uments under the assumption that user had some
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prior knowledge on topic. The major challenge in
update summarization is to detect information that
is not only relevant to users need but also novel
given the user’s prior knowledge. An efficient up-
date summarization system will help user to mon-
itor major changes in a temporally evolving topic
especially newswire.

Update summarization shares similarity with
Novelty track introduced at TREC 2002'. The
Novelty track was designed to investigate sys-
tems’ ability to locate relevant, novel information
within the ranked set of documents retrieved in
answer to a topic. Researchers have approached
the problem of “Update Summarization” at vary-
ing levels of complexity. HITIRS (He et al., 2008)
proposed an iterative feedback based evolutionary
manifold ranking of sentences for update summa-
rization. NUS (ziheng Lin et al., 2008) followed
time stamped graph approach incorporating infor-
mation about temporal ordering of events in arti-
cles to focus on the update summary. There are
also simple content filtering approaches (Zhang
et al., 2008) which identify dynamic content and
generate summaries.

Recent advances in machine learning have been
adapted to summarization throughout the years.
Machine learning models like perceptrons (Fisher
and Roark, 2006), markov models (M.Conro et
al., 2004), CRF’s (shen et al., 2007) and bayesian
classifiers (kupeic et al., 1995) have been used
throughout the literature for sentence ranking.

We use a machine learning method, Support
vector regression (SVR) for sentence ranking. Re-
gression has previously been used for various
problems in Information Retrieval and Extraction
(Larson, 2002) (Zhang et al., 2003). SVR is very

Uhttp://trec.nist.gov/data/movelty.html
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popular in approximating unknown values from a
set of known dependent variables. We consider
sentence importance as a unknown value and es-
timate it using sentence scoring features through
Regression. Institute of computational linguistics
at Peking university (Li et al., 2007) were the first
to use regression in the context of text summariza-
tion to predict sentence scores. FastSum (schilder
and Kondadandi, 2008) also utilizes support vec-
tors to score sentences using multiple features.

Our work provides an analysis about impact
of various features and their combinations on the
update summarization. We also propose a new
feature Novelty Factor (/N F') that models novelty
along with relevance in update summarization sce-
nario.

The rest of the paper is organised as follows. In
section 2 we briefly describe about support vector
regression, estimation of sentence importance and
our method of summary generation using SVR.
Next in section 3 we explain about features used
in sentence ranking and introduce Novelty Factor
(NF), then we present our experiments and results
of performance of different features in section 4.
Finally in section 5 we discuss about the results
and provide our analysis.

2  Our Approach

We build a sentence extractive summarizer that
extracts and ranks sentences before finally gen-
erating summaries. For sentence scoring we uti-
lize a machine learning algorithm, Support Vector
Regression (SVR) to predict sentence rank using
various features(in Section 3). In following sec-
tions we briefly explain SVR, estimation of sen-
tence importance and our algorithm to generate
summaries.

2.1 Support Vector Regression

Regression analysis refers to techniques for mod-
eling values of a dependent variable from one
or more independent variables. Support Vector
Machines, a popular mechanism for classification
purposes could also be used for regression pur-
poses (Gunn, 1998).

Consider the problem of approximating the set
of training data

T = {(Fl,i1), (FQ,iQ)...(Fs,iS)} C F x R.

where F is space of feature vectors and R is the set
of Real Numbers.

A tuple (Fy, i5) represents feature vector Fs and
importance score ¢5 of sentence s. Each sample
satisfies a linear function ¢(f) = (w, f) + b, with
we F,beR.

The optimal regression function is given by
minimum of fuctional,

B(w,8) = glulf +C Y& +&*

where C is a pre-specified value, and &, & Tare
slack variables representing upper and lower con-
straints on the outputs of the system.

We use Radial bias kernel function for our ex-
periments. Like other machine learning algo-
rithms, Support vector regression has two phases,
training and testing. During training phase we
compute feature vector of each sentence along
with its importance. In testing phase, feature vec-
tors of all sentences are generated and their cor-
responding sentence importance is assessed by
trained model.

2.1.1 Sentence Importance Estimation

Importance score (i) is not pre-defined for sen-
tences in training data, we estimate the value of
importance using human written summaries(also
known as models) on that topic.

ROUGE (Lin, 2004) is a recall oriented metric
which automatically evaluates machine generated
summaries based on their overlap with models.
ROUGE-2 and ROUGE-su4 scores highly corre-
late with human evaluation (Lin and Chin-Yew,
2004). Hence we make an assumption that impor-
tance of a sentence is directly proportional to its
overlap with model summaries.

Sentence importance is estimated as the
ROUGE-2 score of that sentence. The importance
of a sentence s, denoted by i is computed as fol-
lows

i — 2 memodels | Bigram,, (\ Bigrams|
s =
5]

(1

| Bigram,, (| Bigramg| is number of bigrams
shared by both model m and sentence s. This
count is normalized using sentence length |s|.

2.2 Algorithm

Our summarizer follows a 3 stage algorithm to
generate summaries,

1. Pre-Processing

In pre-processing stage, documents are



cleaned from news heads and HTML tags.
Stop words are removed and porter stemmer
is used to derive root words eliminating suf-
fixes and prefixes. Sentences are extracted
from each document.

2. Feature Combination
Features used for sentence scoring are com-
bined to rank sentences. Normally features
are manually weighted to compute sentence
rank. This process is automated with use of
SVR in 3 steps,

e Sentence tuple generation: Feature val-
ues of every sentence are extracted and
its importance(is) is estimated as de-
scribed in Section 2.1.1. Each sen-
tence s in training data is converted into
a tuple of form (Fj,is). Fs is vec-
tor of feature values of sentence F; =
{f 1, f 2, f 3}

e Model building: A training model is
built using SVR, from generated sen-
tence tuples.

e sentence scoring: Importance of a sen-
tence in testing dataset is predicted
based on the the trained model. The es-
timated importance value is considered
as rank of sentence.

is - Q(Fs)

3. Summary Generation

During summary generation, a subset of
ranked sentences are selected to generate
summary. A redundancy check is done be-
tween a sentence and summary generated so
far, before selecting it into summary. This
step helps to prevent duplicate sentences in
summary. Sentences are adjusted based on
their order of occurence in documents to im-
prove readability. Reported speech is re-
moved to alleviate conciseness of summary.

3 Features

Since we have a machine learning algorithm at our
disposal to carry out the tedious job of combin-
ing features and scoring sentences, we are able to
carry out experiments on various features. Follow-
ing are the features we used for sentence scoring

3.1 Sentence position

Sentence position is a very old and popular feature
used in summarization (Edmundson, 1969). It is

well studied and still used as a feature in most
state of art summarization systems (Katragadda et
al., 2009) (Kastner and Monz, 2009). We use the
location information of a sentence in two seperate
ways to score a sentence.

Sentence Location 1 (SL1):

First three sentences of a document generally
contain the most informative content of that docu-
ment which is proved by our analysis on the ora-
cle summaries (in Section 4.3). Nearly 40% of all
the sentences of the oracle summaries come from
among the first three sentences of each document.

Score of a sentence s at position n in document
d is given by,

n

1— ——
1000

n
= — else
1000

Score(spq) if n<=3

(Assuming that number of sentences in a
document will be less than 1000)

Such that,

Score(s1q) > Score(saq) > Score(ssq) >> Score(spq)

Sentence Location 2 (SL2):

Positional index of a sentence in the document
is assigned as the value of feature. Training model
will learn the optimum sentence position for the
dataset based on its genre. Hence this feature is
not inclined towards top or bottom few sentences
in a document like SL.1.

Score(spg) =n
where s,, is nth sentence in document d.

3.2 Sentence Frequency score (SFS):

Sentence frequency score of a word is defined as
the ratio of number of sentences in which the word
occurred in document set to the total number of
sentences in document set.

s fs score of a word w is given by,

~A{ls] rw e s}
sfs(w) = N

N| is total number of sen-

where s is a sentence,

tences in dataset.
Average sentence frequency score of words in a

sentence is considered as its feature score.

ZiES st(wl')

Score(s) = 5]



3.3 TF-IDF

TF-IDF is a popular measure in information re-
trieval to find out relevance of document. Similar
analogy is here used to find relevance of a sentence
to a document.

Term frequency of a term(t;) is simply ratio of
number of times it occurred in a document(d;) to
total number of terms in document.

nij

2k Mk,

Inverse Document Frequency of a term(¢;) is ra-
tio of total number of documents in cluster to num-
ber of documents in which term occurred.

D
{|d| : w € d}

Tfij=

1df; = log

Final score of sentence(s) is average Tf-Idf
value of terms in it

2ies Tfij * 1dfi
5]

Score(s) =

3.4 Novelty Factor (NF)

We propose a new feature novelty factor (NF) that
primarily focuses on update summarization prob-
lem. Consider a stream of articles published on
a topic over time period T. All the articles pub-
lished from time O to time ¢ is assumed to have
been read previously (previous clusters). Articles
published in the interval £ to T" are unread articles
that might contain new information (new cluster).
Let the publishing date of a document d is repre-
sented by t4. NF of a word is calculated by

]ndt|

nf ) = a1 1D

ndg ={d:wedNtyg >t}
pdi ={d:wedNt; <=t}
D :{d:td>t}

Numerator |nd;| is the number of documents in
the new cluster that contain word w. It is directly
proportional to relevancy of the term, since all the
documents in the cluster are relevant to the topic.
The term |pd;| in denominator will penalize any
word that occurs frequently in previous clusters, in
other words it elevates novelty of a term. | D] is to-
tal number of documents in current cluster, this is
useful for smoothing Novelty Factor when w does
not occur in previous clusters.

Score of a sentence s is the average n f value of
its content words.

Ziés nf (wl)

Score(s) = B

NF score of a sentence is a measure of its rele-
vance and novelty to the topic.

3.5 Document Frequency Score (DFS):

Document frequency score (schilder and Kon-
dadandi, 2008) of a word is defined as ratio of
number of documents in which it occurred in doc-
ument set to total number of documents.

df s score of a word w is given by,

{ld] : t; € d}
where d is document, | D| is total number of docu-
ments in dataset.

Apart from these features, we implemented
Probabilistic hyperspace analogue to language
(PHAL) (jagadeesh et.al (Jagarlamudi et al.,
2006)), KullbackLeibler divergence (KL) (Csiszar
and Shields, 2004) as features in our system.

4 Experiments

We used DUC 20072 main task documents and
corresponding models to generate training data for
our experiments. It provides 45 topics, each con-
sisting of 25 documents and a query. Each topic
has 4 models summaries of 250 words.

Update summarization task was a pilot task at
DUC 2007, its document collection is a subset of
main task. It provides 10 topics each divided into
3 clusters A, B, C in chronological order of docu-
ments. Cluster A has 10 documents, B has 8, and
C has 7 documents respectively. Every cluster has
4 model summaries of 100 words. We used these
topics to generate training data for features which
are exclusively focused on updating user with new
information.

Testing is carried out on TAC 2008 Update sum-
marization® dataset. It consists of 48 topics, each
topic contains 20 documents divided in chronolog-
ical order between cluster A and cluster B. Sum-
mary for cluster A is normal multi document sum-
mary of length 100 words, where as summary for
cluster B is an update summary of 100 words.

2www-nlpir.nist.gov/projects/duc/guidelines/2007 .html

3http://www.nist.gov/tac/tracks/2008/summarization/



Experiments are carried out at two levels. First,
every feature is individually tested to know their
respective performance, and then all combinations
of features are tested.

4.1 Individual Features

All the features that are described in Section 3 are
evaluated separately to assess their effectiveness at
update summarization task. In this level, feature
vector (F) of sentence s will have only one value.
ROUGE scores of every feature are reported in
Tablel along with the results of baseline summa-
rizer that generates summary by picking first 100
words of last document in the cluster.

Feature | ROUGE-2 ROUGE-su4
KL 0.09285 0.132325
DFS 0.092225 0.13281

NF 0.086155 0.126455
SL1 0.086245 0.12163

SL2 0.08599 0.12147

SFS 0.077745 0.12419
TF-IDF || 0.07317 0.12604
PHAL 0.06505 0.10712
baseline || 0.05865 0.09333

Table 1: Average ROUGE-2, ROUGE-su4 recall
scores of clusters A, B for individual features

Simple features like DFS, NF, SL1 and SL2
are able to generate very good summaries com-

pared to complex language modeling techniques
like PHAL and KL.

4.2 Combinations of Features

All possible combinations of features are evalu-
ated. Feature vector (F}) of sentence s will have a
value corresponding to every feature in combina-
tion. We present below the best performing com-
binations among all.

Combination of DFS + SL2 and NF + SL2
achieves very good results. Surprisingly, KL that
best performs at individual level fails to behave
the same way when combined with other features.
None of the features are complimenting with KL.

4.3 Oracle Summaries

We generated sentence-extractive Oracle Sum-
maries using document collection and model sum-
maries. Each oracle summary is the best sentence
extractive summary that can be generated by any
sentence extractive summarization system for that

Combination | ROUGE 2 | ROUGE su4
DFS+SL1 0.102195 0.139205
NF+SL1 0.100845 0.13742
DFS+SL2 0.10126 0.13943
NF+SL2 0.0978 0.134925
DFS+TF-IDF || 0.0993 0.1383
PHAL+KL 0.094035 0.134275
{DFS+SP

+PHAL+KL} | 0.09749 0.13705

Table 2: Average ROUGE-2, ROUGE-su4 recall
scores of clusters A, B for the best combinations
of features

topic. Sentences are ranked using Equation 1 to
produce these summaries.

Investigating results of individual clusters will
reveal the effect of feature combinations on up-
date summaries. Best configurations for respec-
tive clusters are compared against top performing
systems at TAC 2008 and the oracle summary in
Tables 3 and 4.

System ROUGE 2 | ROUGE su4
DFS+SL2 0.10604 0.13936
DFS+TF-IDF 0.10633 0.14415
System-43 0.11137 0.14297
System-13 0.11045 0.13987
Oracle summary || 0.17041 0.19616

Table 3: ROUGE-2,ROUGE-su4 recall scores of
cluster A

Results of cluster A affirm that combinations of
DFS with SL2 and DFS with TF-IDF achieves am-
ple results. These combinations are as good as top
performing systems at TAC 2008 .

System ROUGE 2 | ROUGE su4
DFS+SL1 0.10343 0.14267
NF+SL1 0.10055 0.13791
System-14 0.10111 0.13669
System-65 0.09675 0.13381
Oracle Summary || 0.17610 0.19877

Table 4: ROUGE-2,ROUGE-su4 recall scores of
cluster B

Combinations of DFS with SL1 and NF with
SL2 clearly outperforms top systems at TAC 2008
in cluster B results. ROUGE-2, ROUGE-su4
scores are improved by approximately 3% over the
best summarization system.



5 Discussion

Document frequency score is able to perform well
in summarization because all the documents given
under a topic are relevant to it. Hence, the impor-
tance of a term is directly proportional to the num-
ber of documents in which it occurs. While DFS
captures relevance of a term, NF reveals the nov-
elty of the term along with its relevance to topic.

NF is the only feature in our current experi-
ments that is specifically tailor made for Update
task. It requires a previous set of documents to
compute score for a sentence. Training data for
NF is scarce compared to other features since we
have only DUC 2007 Pilot task data for training.
Even this data has not been properly handcrafted
for the purpose of update summarization. With a
better training dataset, NF is expected to perform
better than DFS in update task.

NF has been used for Update summarization
task at TAC 2009, using TAC 2008 update data as
training set. The 2008 dataset has been created in
the purview of update summarization guidelines.
Hence it would be a better training set than we use
currently. The results of TAC 2009 update sum-
marization task are awaited.

Both sentence positional algorithms (SL1 and
SL2) have performed decently. SL1 is inclined to-
wards top sentences in a document, and SL2 is un-
biased towards positional index of a sentence. SL1
works because of the intuition that top sentences
would always have informative content. SL2 is a
feature that helps boosting informative sentences
based on genre of the corpus. SL2 learns signifi-
cant sentence positions in corpus based on training
data. As both training and testing belong to same
genre (Newswire) SL2 performs well. In our ex-
periments both SL.1 and SL2 performs in a simi-
lar way as important sentences in training data are
present among top 3 sentences of a document. SFS
and TF-IDF achieves just about average results in
terms of ROUGE.

The huge gap between ROUGE scores of ora-
cle summary and machine generated summaries
reveals the scope for improvement in sentence ex-
tractive summarization.

6 Conclusion and Future work

Update summarization is a challenging task be-
cause the summarized information must be novel
apart from being relevant to the user need. In this
work, we analyzed significance of various sen-

tence ranking features and their combinations on
the update summarization task.

A machine learning approach comes very handy
in combining features as it manages the job of tol-
erating outliers in training data samples created by
features that are not completely complementing.
We also proposed a new query-independent word
level feature, NI, that models novelty and rel-
evance of a sentence in a topic. A combination
of the features used in the current system, is able
to outperform the top performing systems at TAC
2008 Update Summarization task.

Based on our analysis with the oracle sum-
maries we see that there is a lot of scope for im-
provement in update summaries. NF, DFS, SL1
and SL2 are all query-independent features that
produce generic summaries. In future, we try to
incorporate query-focus to our new feature (NF).
We also plan to involve NF within a formal lan-
guage modeling framework. We are currently
working on predicting word level importance us-
ing SVR. Experiments are being carried out to pre-
dict the role of word position in a sentence to de-
cide its importance.
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