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Summary

With the advent of intelligent transport, quadrotors are becoming an attractive solution while lifting or dropping of payloads during emergency evacuations, construction works etc. During such operations, dynamic variations in (possibly unknown) payload cause considerable changes in the system dynamics. However, a systematic control solution to tackle such interchanging dynamical behaviour is still missing. This paper proposes a switched dynamical framework to capture the interchanging dynamics of a quadrotor during vertical operations and a robust adaptive control solution to tackle such dynamics when it is unknown. The stability of the closed-loop system is studied analytically and the effectiveness of the proposed solution is verified via simulations.
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1 | INTRODUCTION

Over the past two decades, quadrotors have been a source of considerable research interest owing to its advantages such as simple structure, vertical taking off and landing, rapid maneuvering etc. Such advantages are crucial in various military and civil applications such as surveillance, fire fighting, environmental monitoring to name a few. Most recently, global research is reorienting toward smart transport systems: relying on its payload carrying capacity, quadrotors are now used in package delivery, construction works, disaster relief operation as a mode of smart aerial transportation. An important aspect of such operation is the flexibility of the quadrotor to deal with considerable changes of the system dynamics stemming from dynamically varying payload- called switched dynamics. To illustrate, a motivational example follows:

1.1 | Motivational Example: Dynamic Payload Lifting Operation

FIGURE 1 A schematic representing a quadrotor ascending with dynamic payload.
In a typical construction assignment or emergency evacuation, a quadrotor might be required to lift or drop varying payload (construction and disaster relief materials). Dynamic variation in payload may be orchestrated from situations such as an emergency evacuation from a high rise building, where humans are rescued from various floors. One such lifting operation is sketched in Fig. 1 via three phases: (i) in the first phase, the quadrotor rests on the ground without any payload; (ii) in the second phase, it starts to ascend with an initial payload; (iii) and in the third phase, a new payload is attached to the quadrotor as it ascends to its desired height. Similar phases can be observed during a construction scenario. In a reverse scenario to Fig. 1, a quadrotor may descend from a height while releasing payloads at different heights (e.g., dropping/throwing fire extinguishing materials at different floors). Clearly, the overall mass/inertia of the quadrotor changes (switches) during the interchange of these phases. Currently, to the best of the authors’ knowledge, no control solution exists to tackle the interchanging dynamics of a quadrotor during the aforementioned scenarios. In the following, attempts in this direction are discussed, together with the contribution brought by this research.

1.2 Related Works and Contribution

In the quest to operate a quadrotor under various sources of parametric uncertainty, the control regime, after initial model based designs (cf. the survey paper for the evolutions of various designs), has inevitably moved to some notable adaptive control works. However, no adaptive design addresses the issue of switched dynamics as discussed earlier. On the other hand, extending these works to a switched dynamics scenario would rely on finding a common Lyapunov function, which again is difficult (if at all possible) to achieve in practical systems.

Therefore, a relevant question arises whether the existing switched adaptive control designs (and references therein) can be applied to a switched quadrotor system while carrying uncertain (and possibly unknown) payload. Unfortunately, to the best of the authors’ knowledge, no control solution exists to tackle the interchanging dynamics of a quadrotor during the aforementioned scenarios. Toward this direction, the proposed switched adaptive solution has the following major contributions:

- A switched dynamics for quadrotor is formulated which suitably represents the changing dynamics during a vertical (lifting/dropping) operation under dynamic variation of payload.
- Compared to the state-of-the-art, the proposed adaptive law and switching law do not require any a priori knowledge of the system dynamics parameters and payload. Further, differently from, the effects of cross-coupling terms arising from the lateral motion are considered as state-dependent uncertainty.

Note that in this work, the external payloads are considered to be rigidly attached to the quadrotor platform; suspended payload requires separate design in the framework of underactuation and can be considered as a future work. The rest of the paper is organized as follows: Section 2 describes the switched quadrotor systems and highlights various issues in the state of the art; Section 3 details the proposed control framework, while the corresponding stability analysis is carried out in Section 4; a simulation study is provided in Section 5, while Section 6 presents the concluding remarks.

The following notations are used throughout the paper: $\lambda_{\text{min}}(\cdot)$ and $\| \cdot \|$ represent minimum eigenvalue and Euclidean norm of (•) respectively; I denotes identity matrix with appropriate dimension.

2 SYSTEM DYNAMICS AND PROBLEM FORMULATION

During a vertical operation, a quadrotor needs to maintain a given (possibly time-varying) height $z$ and attitude $(\phi, \psi)$, at a fixed $(x, y)$ position. Under such scenario and based on the dynamics structure as in (A3) (cf. Appendix for details), a switched quadrotor dynamics (cf. Fig. 2) for vertical operations can be represented in Earth-fixed frame $\{X_W, Y_W, Z_W\}$ as

$$M_\sigma(q)\ddot{q} + C_\sigma(q, \dot{q})\dot{q} + G_\sigma(q) + H_\sigma(q)\dot{\omega}_u + d_\sigma = T_\sigma,$$

where $q = [z, \phi, \theta, \psi]$ and $\omega_u = [x, y]$ ($\omega_i$ in Fig. 2 is the angular velocity of the $i^{\text{th}}$ rotor); for each subsystem $\sigma$, $M_\sigma(q) \in \mathbb{R}^{4\times4}$ is the mass/inertia matrix; $C_\sigma(q, \dot{q}) \in \mathbb{R}^{4\times4}$ denote the Coriolis, centripetal terms; $G_\sigma(q) \in \mathbb{R}^4$ denotes the gravity vector;
\(H_q(q)\) represents the vector of cross-coupling terms stemming from \((x, y)\) sub-dynamics; \(d_q(t) \in \mathbb{R}^{4}\) denotes bounded external disturbance and \(u \in \mathbb{R}^{4}\) is the control input. The mapping from \(x\) to thrust and torques of individual motors are well reported in literature (cf. [3] and references therein).

Here \(\sigma(t) : [0, \infty) \mapsto \Omega\) is a piecewise constant function of time, called the switching signal, taking values in \(\Omega = \{1, 2, \ldots, N\}\). The following class of slowly-switching signals is considered:

**Definition 1.** Average Dwell Time (ADT) \(^{24}\). For a switching signal \(\sigma(t)\) and each \(t_2 \geq t_1 \geq 0\), let \(N_{\sigma}(t_1, t_2)\) denote the number of discontinuities in the interval \([t_1, t_2]\). Then \(\sigma(t)\) has an average dwell time \(\theta\) if for a given scalar \(N_0 > 0\)

\[
N_{\sigma}(t_1, t_2) \leq N_0 + (t_2 - t_1)/\theta, \quad \forall t_2 \geq t_1 \geq 0
\]

where \(N_0\) is termed as chatter bound.

As the quadrotor dynamics \((1)\) follows the celebrated Euler-Lagrange dynamics formulation \(^3\), each subsystem in \((1)\) presents a few interesting properties (cf. \(^{23}\)), which are later exploited for control design as well as stability analysis:

**Property 1:** \(\exists \bar{e}_\sigma, \bar{G}_\sigma, \bar{H}_\sigma, \bar{d}_\sigma \in \mathbb{R}^+\) such that \(||C_q(q, \dot{q})|| \leq \bar{e}_\sigma ||q||, ||G_q(q)|| \leq \bar{G}_\sigma, ||H_q(q)|| \leq \bar{H}_\sigma\) and \(||d_q(t)|| \leq \bar{d}_\sigma\).

**Property 2:** The matrix \(M_\sigma(q)\) is symmetric and uniformly positive definite \(\forall q\), implying that \(\exists \underline{m}_\sigma, \bar{m}_\sigma \in \mathbb{R}^+\) such that

\[
0 < \underline{m}_\sigma I \leq M_\sigma(q) \leq \bar{m}_\sigma I. \quad (2)
\]

A few remarks regarding system \((1)\) follow, which aid in designing the proposed switching control.

**Remark 1. (Uncertainty).** As a design challenge, the switched system \((1)\) is considered to be unknown in the sense that the knowledge of \(M_\sigma, C_q, H_q, G_q, d_q\) and their corresponding bounds, i.e., \(\underline{m}_\sigma, \bar{m}_\sigma, \bar{e}_\sigma, \bar{G}_\sigma, \bar{H}_\sigma, \bar{d}_\sigma\) are completely unknown.

**Remark 2. (Collocated Design).** Note that a quadrotor dynamics is essentially underactuated, where \(x\) and \(y\) positions represent the nonactuated coordinates. During a vertical operation (i.e., a near hovering condition), there exist time-scale separation between \((z, \phi, \psi, \theta)\) and \((x, y)\) dynamics, where the former evolves faster than the latter \(^{26, 27}\). Therefore, it is standard to track only the actuated coordinates \((z, \phi, \psi, \theta)\) of a quadrotor during such operation \(^{27}\). In the literature of underactuated systems, such control design, i.e., tracking of only actuated coordinates, is called collocated design (cf. \(^{26, 27}\)). A simultaneous switched tracking controller for all the actuated and non-actuated coordinates, in line with \(^{23}\), can also be a challenging future work.

**Remark 3. (Cross-coupling terms).** Notwithstanding slow evolution of the lateral (i.e., \((x, y)\)) motion compared to the vertical \((z)\) and attitude \((\phi, \psi, \theta)\) motions due to time-scale separation, ignoring its effect is conservative: especially, variation in payload and perturbation in attitude may cause some lateral motion, affecting \(q\). Therefore, differently from \(^{26, 27}\), the cross-coupling term \(H_q(q)\) considered in \((1)\), where \(H_q(q)\) captures the effects of variations in payload and attitude (cf. Appendix).

**Control Problem:** Under Properties 1 and 2, the control problem is to design a switched adaptive (collocated) control framework for a vertical operation of a quadrotor following the dynamics \((1)\), without any knowledge of system parameters (in line with Remark 1).

The following section solves this control problem.
3 | SWITCHED CONTROLLER DESIGN

Assumption 1 (29). The desired trajectories satisfy $\mathbf{q}^d$, $\dot{\mathbf{q}}$, $\ddot{\mathbf{q}} \in \mathcal{L}_\infty$. Furthermore, $\mathbf{q}$, $\dot{\mathbf{q}}$, $\ddot{\mathbf{q}}$ are available for feedback.

For control design purposes, the dynamics (1) is re-arranged as

$$\mathbf{D}_\sigma \ddot{\mathbf{q}} + \mathbf{E}_\sigma (\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}, t) = \tau_\sigma,$$  \hspace{1cm} (3)

which has been obtained by adding and subtracting $\mathbf{D}_\sigma \dot{\mathbf{q}}$ to (1), where $\mathbf{D}_\sigma$ is a user-defined constant positive definite matrix and $\mathbf{E}_\sigma \triangleq (\mathbf{M}_\sigma - \mathbf{D}_\sigma)\dot{\mathbf{q}} + \mathbf{C}_\sigma \mathbf{q} + \mathbf{G}_\sigma + \mathbf{H}_\sigma \ddot{\mathbf{q}} + \mathbf{d}_\sigma$. The selection of $\mathbf{D}_\sigma$ would be discussed later (cf. Remark 5).

Let $\mathbf{e}(t) \triangleq \mathbf{q}(t) - \mathbf{q}^d(t)$ be the tracking error, $\xi(t) \triangleq [\mathbf{e}(t), \dot{\mathbf{e}}(t)]$ and $r_\sigma$ be the filtered tracking error variable defined as

$$r_\sigma \triangleq \mathbf{B}^T \mathbf{P}_\sigma \xi, \quad \sigma \in \Omega$$  \hspace{1cm} (4)

where $\mathbf{P}_\sigma > 0$ is the solution to the Lyapunov equation $\Lambda_\sigma^T \mathbf{P}_\sigma + \mathbf{P}_\sigma \Lambda_\sigma = -\mathbf{Q}_\sigma$ for some $\mathbf{Q}_\sigma > 0$. $\Lambda_\sigma \triangleq \begin{bmatrix} 0 & \mathbf{I} \\ -\mathbf{K}_{1\sigma} & -\mathbf{K}_{2\sigma} \end{bmatrix}$ and $\mathbf{B} \triangleq [\mathbf{0} \mathbf{I}]^T$. Here, $\mathbf{K}_{1\sigma}$ and $\mathbf{K}_{2\sigma}$, where $\sigma \in \Omega$, are two user-defined positive definite gain matrices and their positive definiteness guarantees that $\Lambda_\sigma$ is Hurwitz.

The control law is designed as

$$\tau_\sigma = \mathbf{D}_\sigma (-\Lambda_\sigma \xi - \Delta \tau_\sigma + \dot{\mathbf{q}}),$$  \hspace{1cm} (5a)

$$\Delta \tau_\sigma = \begin{cases} \rho_\sigma \frac{r_\sigma}{||r_\sigma||} & \text{if } ||r_\sigma|| \geq \sigma \\ \rho_\sigma \frac{r_\sigma}{||r_\sigma||} & \text{if } ||r_\sigma|| < \sigma, \end{cases}$$  \hspace{1cm} (5b)

where $\Lambda_\sigma \triangleq [\mathbf{K}_{1\sigma} \mathbf{K}_{2\sigma}]$; $\sigma > 0$ is a user-defined scalar to avoid chattering and the design of $\rho_\sigma$ will be discussed later. Substituting (5a) in (3) yields

$$\ddot{\mathbf{e}} = -\Lambda_\sigma \xi - \Delta \tau_\sigma + \chi_\sigma,$$  \hspace{1cm} (6)

where $\chi_\sigma \triangleq -\mathbf{D}_\sigma^{-1} \mathbf{E}_\sigma$ is defined as the overall uncertainty. Using Properties 1, 2 and Assumption 1 one can verify that

$$||\chi_\sigma|| \leq \theta^*_0 + \theta^*_1 ||\xi|| + \theta^*_2 ||\dot{\xi}||^2 + \theta^*_3 ||\ddot{\xi}|| \triangleq \mathbf{Y}_\sigma^T \Theta^*_\sigma,$$  \hspace{1cm} (7)

where $\mathbf{q} = [\mathbf{q}^T \dot{\mathbf{q}}]^T$; $\mathbf{Y}_\sigma = [1 ||\xi|| ||\dot{\xi}||^2 ||\ddot{\xi}||]^T$ and $\Theta^*_\sigma = [\theta^*_0 \theta^*_1 \theta^*_2 \theta^*_3]^T$. The scalars $\theta^*_i \in \mathbb{R}^+$ $i = 0, \cdots, 3$ are unknown $\forall \sigma \in \Omega$ and they are defined as

$$\theta^*_0 = ||\mathbf{D}_\sigma^{-1}|| (\bar{\xi} + \bar{\sigma}_1 + \bar{\sigma}_3 ||\ddot{\mathbf{q}}||^2),$$

$$\theta^*_1 = 2 \bar{\xi}_3 ||\mathbf{D}_\sigma^{-1}|| |\ddot{\mathbf{q}}||,$$

$$\theta^*_2 = \bar{\xi}_3 ||\mathbf{D}_\sigma^{-1}||,$$

$$\theta^*_3 = ||\mathbf{D}_\sigma^{-1} \mathbf{M}_\sigma - \mathbf{I}|| + ||\mathbf{D}_\sigma^{-1}|| \bar{h}.$$  \hspace{1cm} (8)

The upper bound structure (7) is obtained by using the following relations $\mathbf{q} = \mathbf{e} + \mathbf{q}^d$, $\dot{\mathbf{q}} = \dot{\mathbf{e}} + \dot{\mathbf{q}}^d$, $||\xi|| \geq ||\mathbf{e}||$ and $||\dot{\xi}|| \geq ||\dot{\mathbf{e}}||$ (cf. [15] for details).

Based on the upper bound structure in (7), the gain $\rho_\sigma$ in (5a) is designed as

$$\rho_\sigma = \tilde{\theta}_0 + \tilde{\theta}_1 ||\xi|| + \tilde{\theta}_2 ||\dot{\xi}||^2 + \tilde{\theta}_3 ||\ddot{\xi}|| + \tilde{\xi} + \gamma_\sigma$$

$$\triangleq \mathbf{Y}_\sigma^T \tilde{\Theta} + \tilde{\xi} + \gamma_\sigma.$$
where $\tilde{\Theta}_\sigma \triangleq [\tilde{\theta}_{1\sigma}, \tilde{\theta}_{2\sigma}, \tilde{\theta}_{3\sigma}]^T$ and $\zeta_\sigma, \gamma_\sigma$ are auxiliary gains needed for closed-loop stabilization. Defining $\varrho_\sigma \triangleq (\lambda_{\min}(Q_\sigma)/\lambda_{\max}(P_\sigma))$, the gains $\tilde{\theta}_{1\sigma}, \zeta_\sigma$ and $\gamma_\sigma$ are adapted using the following laws:

\begin{align}
\dot{\hat{\theta}}_{jp} &= ||r_p'|| ||\xi'|| - \alpha_{jp}\hat{\theta}_{jp}, \quad \hat{\theta}_{jp} = 0, \quad j = 0, 1, 2 \\
\dot{\hat{\theta}}_{3p} &= ||r_p'|| ||\tilde{q}|| - \alpha_{3p}\hat{\theta}_{3p}, \quad \hat{\theta}_{3p} = 0 \\
\hat{\zeta}_p &= \left(1 + \hat{\theta}_{3p} ||\tilde{q}|| ||r_p'||\right) \zeta_p + \tilde{\epsilon}_p, \quad \hat{\zeta}_p = 0, \\
\hat{\gamma}_p &= 0, \quad \hat{\gamma}_p = -\left(1 + \frac{\varrho_p}{2} \sum_{i=0}^3 \hat{\theta}_{ip}^2 \right) \gamma_p + \tilde{\epsilon}_p,
\end{align}

where $\alpha_{ia} > \varrho_a/2, \quad i = 0, 1, 2, 3$.

Remark 4. (On the use of acceleration measurements). Being primarily intended for outdoor applications, use of inertial navigation systems with accelerometers are quite common for quadrotor systems. Initial pioneering adaptive control designs for (non-switched) systems made use of acceleration measurements, which was later avoided due to want of sensors. Nevertheless, with the technological advancements and with cheaper prices, usage of acceleration feedback can be found nowadays in many (non-switched) robust and adaptive designs (ct references therein).

4 | STABILITY ANALYSIS OF THE PROPOSED CONTROLLER

Theorem 1. Under Assumption 1 and Properties 1-2, the closed-loop trajectories of system employing the control laws and switching law are Uniformly Ultimately Bounded (UUB). An ultimate bound $b$ on the tracking error $\xi$ can be found as

$$b = \sqrt{\frac{2\tilde{\Theta}_M(N_0+1)(\delta + \varrho \delta_1)}{\varrho(N_0+2)(\rho - \kappa)}},$$

where the scalars $\delta$ and $\delta_1$ are defined during the proof.

Proof. From (9a)-(9f) and the initial conditions (9i), it can be verified that $\exists \tilde{\zeta}_\sigma, \gamma_\sigma \in \mathbb{R}^+$ such that

$$\dot{\tilde{\theta}}_{ia}(t) \geq 0, \quad 0 < \tilde{\zeta}_\sigma \leq \zeta_\sigma(t) \leq \tilde{\zeta}_\sigma,$$

and $0 < \gamma_\sigma \leq \gamma_\sigma(t) \leq \tilde{\gamma}_\sigma \quad \forall t \geq t_0$. (12)

Stability analysis is carried out based on the multiple Lyapunov candidate:

$$V = \frac{1}{2} \xi^T P_\sigma \xi + \sum_{i=1}^N \sum_{s=0}^3 \frac{(\tilde{\theta}_{is} - \theta_{is}^*)^2}{2} + \frac{\gamma_\sigma}{\gamma} + \frac{\tilde{\zeta}_\sigma}{\zeta},$$

where $\gamma = \min_{s \in \Omega}(\gamma_s)$ and $\zeta = \min_{s \in \Omega}(\zeta_s)$. Observing that $A_\sigma \dot{\xi} = K_{1\sigma} e + K_{2\sigma} \tilde{e}$, the error dynamics obtained in (6) becomes

$$\dot{\xi} = A_\sigma \xi + B \left( \chi_\sigma - \Delta r_\sigma \right).$$

Note that $V(t)$ might be discontinuous at the switching instants and only remains continuous during the time interval between two consecutive switchings. Without loss of generality, the behaviour of $V$ is studied at the switching instant $t_{i+1}, \quad l \in \mathbb{N}^+$. Let
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an active subsystem be $\sigma(t^-_{i+1})$ when $t \in [t_l \ t_{l+1})$ and $\sigma(t_{i+1})$ when $t \in [t_{l+1} \ t_{l+2})$. We have before and after switching

$$V(t_{i+1}) = \frac{1}{2} \xi^T(t_{i+1}) \mathbf{P}(\sigma(t_{i+1})) \xi(t_{i+1}) + \sum_{s=1}^{N} \sum_{i=0}^{3} \left\{ \frac{(\hat{\theta}_s(t^-_{i+1}) - \theta_{is}^*)^2}{2} + \frac{\gamma_s(t^-_{i+1})}{\gamma} + \frac{\zeta_s(t^-_{i+1})}{\zeta} \right\},$$

respectively. Thanks to the continuity of the tracking error $\xi$ in (14) and of the gains $\hat{\theta}_{is}$, $\zeta_s$ and $\gamma_s$ in (9), we have $\xi(t^-_{i+1}) = \xi(t_{i+1})$, $(\hat{\theta}_s(t^-_{i+1}) - \theta_{is}^*) = (\hat{\theta}_s(t_{i+1}) - \theta_{is}^*)$, $\gamma_s(t^-_{i+1}) = \gamma_s(t_{i+1})$ and $\zeta_s(t^-_{i+1}) = \zeta_s(t_{i+1})$. Further, owing to the facts $\xi^T(t)\mathbf{P}(\sigma(t))\xi(t) \leq \tilde{\theta}_M \xi^T(t)\xi(t)$ and $\xi^T(t)\mathbf{P}(\sigma(t))\xi(t) \geq \frac{\mu}{\phi_m} \xi^T(t)\xi(t)$, one has

$$V(t_{i+1}) - V(t^-_{i+1}) = \frac{1}{2} \xi^T(t_{i+1})((\mathbf{P}(\sigma(t_{i+1})) - \mathbf{P}(\sigma(t^-_{i+1})))\xi(t_{i+1}) + \sum_{s=1}^{N} \sum_{i=0}^{3} \left\{ \frac{(\hat{\theta}_s(t_{i+1}) - \theta_{is}^*)^2}{2} + \frac{\gamma_s(t_{i+1})}{\gamma} + \frac{\zeta_s(t_{i+1})}{\zeta} \right\},$$

with $\mu = \tilde{\theta}_M / \phi_m \geq 1$. At this point, the behaviour of $V(t)$ between two consecutive switching instants, i.e., when $t \in [t_l \ t_{l+1})$ can be studied.

We shall proceed the stability analysis for the two cases (i) $||r_p|| \geq \sigma$ and (ii) $||r_p|| < \sigma$ using the Lyapunov function (13).

For convenience of notation, let us denote the active subsystem $\sigma(t^-_{i+1})$ with $p$ and any inactive subsystem with $\bar{p}$.

**Case (i) $||r_p|| \geq \sigma$**

Using (7), (14), (9) and the Lyapunov equation $\mathbf{A}_p^T \mathbf{P}_p + \mathbf{P}_p \mathbf{A}_p = -\mathbf{Q}_p$, the time derivative of (13) yields

$$\dot{V} = \frac{1}{2} \xi^T(A_p^T \mathbf{P}_p + \mathbf{P}_p \mathbf{A}_p)\xi + \xi^T \mathbf{P}_p \mathbf{B} \left( \chi_p - \rho_p \frac{r_p}{||r_p||} \right)$$

$$+ \sum_{s=1}^{N} \sum_{i=0}^{3} \left\{ \frac{(\hat{\theta}_s - \theta_{is}^*)^2}{2} + \frac{\gamma_s}{\gamma} + \frac{\zeta_s}{\zeta} \right\}$$

$$\leq \frac{1}{2} \xi^T \mathbf{Q}_p \xi + ||\chi_p|| ||r_p|| - \rho_p ||r_p||$$

$$+ \sum_{s=1}^{N} \sum_{i=0}^{3} \left\{ \frac{(\hat{\theta}_s - \theta_{is}^*)^2}{2} + \frac{\gamma_s}{\gamma} + \frac{\zeta_s}{\zeta} \right\} \leq \frac{1}{2} \xi^T \mathbf{Q}_p \xi - (\dot{\Theta}_p^* - \Theta_p^*) ||r_p||$$

$$+ \sum_{s=1}^{N} \sum_{i=0}^{3} \left\{ \frac{(\hat{\theta}_s - \theta_{is}^*)^2}{2} + \frac{\gamma_s}{\gamma} + \frac{\zeta_s}{\zeta} \right\}. \tag{16}$$

Using (9a)-(9b) we have

$$\sum_{i=0}^{3} (\hat{\theta}_{ip} - \theta_{ip}^*) \dot{\theta}_{ip} = \sum_{j=0}^{2} (\hat{\theta}_{jp} - \theta_{jp}^*) (||r_p|| ||\xi|| - \alpha_{jp} \dot{\theta}_{jp}) + (\hat{\theta}_{3p} - \theta_{3p}^*) (||r_p|| ||\bar{q}|| - \alpha_{3p} \dot{\theta}_{3p})$$

$$= \dot{\Theta}_p^* ||r_p|| + \sum_{i=0}^{3} \left\{ \alpha_{ip} \dot{\theta}_{ip} \theta_{ip}^* - \alpha_{ip} \dot{\theta}_{ip}^2 \right\}. \tag{18}$$
Similarly using the facts \( \dot{\theta}_r \geq 0, 0 < \zeta_j \leq \zeta_y(t), 0 < \gamma \leq \gamma_y(t) \) from (12) and \( \overline{\zeta} = \min_{r \in R}(\zeta_r), \gamma = \min_{r \in R}(\gamma_r) \), (26) and (29) lead to

\[
\frac{\hat{\xi}_{p}}{\xi} = -\left(1 + \dot{\theta}_r|\bar{q}_{r}||r_{p}|\right) \frac{\zeta_p}{\zeta} + \frac{\hat{e}_p}{\zeta} \\
\leq -\dot{\theta}_r|\bar{q}_{r}||r_{p}| + \frac{\hat{e}_p}{\zeta},
\]

(19)

\[
\frac{\hat{\gamma}}{\gamma} = -\left(1 + (\rho_{\gamma}/2) 3 \sum_{i=0}^{3} \dot{\theta}_{r}^2 \right) \frac{\zeta_{\gamma}}{\zeta} + \frac{\epsilon_{\gamma}}{\gamma} \\
\leq -\frac{(\rho_{\gamma}}{2} \sum_{i=0}^{3} \dot{\theta}_{r}^2 + \frac{\epsilon_{\gamma}}{\gamma},
\]

(20)

Substituting (18)-(20) in (17) yields

\[
V \leq -\frac{1}{2} \lambda_{min}(P_{p}) ||\xi||^2 + \sum_{i=0}^{3} \left\{ \alpha_{i} \hat{\theta}_{r} \theta_{r}^* - \bar{a}_{i} \dot{\theta}_{r}^2 \right\} \\
+ \frac{\hat{e}_{p}}{\zeta} - \left\{ \sum_{r \in R} \sum_{i=0}^{3} \frac{\theta_{r}^2}{\rho} + \frac{\gamma \gamma_{s} (s_{s} \zeta_{s})}{\zeta} \right\}.
\]

(21)

Since \( \dot{\theta}_r \geq 0, \zeta_y(t) \leq \overline{\zeta}, \gamma_y(t) \leq \overline{\gamma} \) by design (12), one obtains

\[
V \leq -\frac{1}{2} \lambda_{max}(P_{p}) ||\xi||^2 + \sum_{i=1}^{N} \left\{ \frac{\theta_{r}^2 + \gamma_{s}^2}{2} + \frac{\gamma \gamma_{s} (s_{s} \zeta_{s})}{\zeta} \right\}.
\]

(22)

Hence, using (22), the condition (21) is further simplified to

\[
V \leq -\phi V + \frac{\hat{e}_{p}}{\zeta} + \sum_{i=0}^{3} \left\{ \alpha_{i} \hat{\theta}_{r} \theta_{r}^* - \bar{a}_{i} \dot{\theta}_{r}^2 \right\} \\
+ \sum_{r=1}^{N} \sum_{i=0}^{3} \frac{\gamma_{s}^2}{2} + \phi_{s} \left( \frac{\gamma \gamma_{s} (s_{s} \zeta_{s})}{\zeta} \right) + \epsilon_{s},
\]

(23)

where \( \phi = \min_{r \in R}(\rho_{\gamma}) \), \( \bar{a}_{i} = (\alpha_{i} - (\rho_{\gamma}/2)) > 0 \) by design from (9e). Again, the following rearrangement can be made

\[
\alpha_{i} \hat{\theta}_{r} \theta_{r}^* - \bar{a}_{i} \dot{\theta}_{r}^2 = -\bar{a}_{i} \left( \frac{\hat{\theta}_{r} - \frac{\alpha_{i} \theta_{r}^*}{2\bar{a}_{i}}}{2} \right)^2 + \frac{(\alpha_{i} \theta_{r}^*)^2}{4\bar{a}_{i}}.
\]

(24)

We had defined earlier \( 0 < \kappa < \phi \). Then, using (24), \( \dot{V}(t) \) from (23) gets simplified to

\[
\dot{V}(t) \leq -\kappa V(t) - (\phi - \kappa)V(t) + \delta,
\]

(25)

where \( \delta \triangleq \max_{r \in R} \left( \sum_{i=0}^{3} \left( \frac{(\alpha_{i} \theta_{r}^*)^2}{2(4\bar{a}_{i})} + (\epsilon_{p} / \zeta) \right) + \sum_{r=1}^{N} \sum_{i=0}^{3} (\gamma_{s} / 2) \theta_{r}^2 + (\phi_{s} \gamma_{s} (s_{s} \zeta_{s}) / \zeta + (\epsilon_{s} / \gamma) + (\epsilon_{s} / \zeta). \)

Case (ii) \( ||r_{p}|| < \sigma \)

In this case, the time derivative of (13) yields

\[
V \leq -\frac{1}{2} \hat{e}_{p}^{T} Q_{p} \hat{e}_{p} + ||\chi_{r}|| ||r_{p}|| - \rho_{p} \frac{||r_{p}||^2}{\sigma} \\
+ \sum_{r=1}^{N} \sum_{i=0}^{3} \left\{ (\hat{\theta}_{r} - \theta_{r}^*)(\hat{\theta}_{r} + \gamma / \zeta) \right\} \\
\leq -\frac{1}{2} \hat{e}_{p}^{T} Q_{p} \hat{e}_{p} + ||\chi_{r}|| ||r_{p}|| \\
+ \sum_{r=1}^{N} \sum_{i=0}^{3} \left\{ (\hat{\theta}_{r} - \theta_{r}^*)(\hat{\theta}_{r} + \gamma / \zeta) \right\}.
\]

(26)

(27)
Following similar lines of proof as in Case (i) we have

\[ V \leq -\kappa V - (\rho - \kappa)V + \delta + (Y_p^T \dot{\Theta}_p - \delta_{y_p}||\ddot{q}||)||r_p|| \]

\[ = -\kappa V - (\rho - \kappa)V + \delta + \sum_{j=0}^{2} \dot{\delta}_{y_p}||\xi||/||r_p||. \tag{28} \]

From (4) one can verify \(||\dot{q}|| < \varphi \Rightarrow ||\ddot{q}|| \leq L_\infty\), and consequently, the adaptive law (9a) implies \(||\dot{q}||, ||\ddot{q}|| \leq L_\infty \Rightarrow \dot{\delta}_{y_p}(t) \in L_\infty, j = 0, 1, 2\). Therefore, \(\exists \delta_1 \in \mathbb{R}^+\) such that \(\sum_{j=0}^{2} \dot{\delta}_{y_p}||\xi||/j \leq \delta_1 \forall \rho \in \Omega\) when \(||r_p|| < \varphi\). Hence, this relation in (28) yields

\[ \dot{V}(t) \leq -\kappa V(t) - (\rho - \kappa)V(t) + \delta + \varpi \delta_1. \tag{29} \]

Therefore, investigating the stability results of Cases (i) and (ii), it can be concluded that \(\dot{V}(t) \leq -qV(t)\) when

\[ V(t) \geq B \triangleq \delta + \varpi \delta_1. \tag{30} \]

In light of this, further analysis is needed to observe the behaviour of \(V(t)\) between the two consecutive switching instants, i.e., \(t \in [t, t+1)\), for two possible scenarios:

(i) when \(V(t) \geq B\), we have \(\dot{V}(t) \leq -qV(t)\) implying exponential decrease of \(V(t)\);

(ii) when \(V(t) < B\), no exponential decrease can be derived.

Behaviour of \(V(t)\) is discussed below individually for these two scenarios.

**Scenario (i):** There exists a time, call it \(T_1\), when \(V(t)\) enters into the bound \(B\) and \(N_s(t)\) denotes the number of all switching intervals for \(t \in [t_0, t_0 + T_1]\). Accordingly, for \(t \in [t_0, t_0 + T_1]\), using (15) and \(N_s(t_0, t)\) from Definition 1 we have

\[
V(t) \leq \exp\left(-\kappa(t - t_{N_s(t-1)})\right) V(t_{N_s(t-1)})
\]

\[
\leq \mu \exp\left(-\kappa(t - t_{N_s(t-1)})\right) V(t_{N_s(t-1)}^{-1})
\]

\[
\leq \mu \exp\left(-\kappa(t - t_{N_s(t-2)})\right) V(t_{N_s(t-2)}^{-1})
\]

\[
\vdots
\]

\[
\leq \mu \exp\left(-\kappa(t - t_{N_s(t-2)})\right) \mu \exp\left(-\kappa(t_{N_s(t-1)} - t_{N_s(t-2)})\right) V(t_{N_s(t-2)})
\]

\[
\vdots
\]

\[
= \mu^{N_s(t_0, t)} \exp\left(-\kappa(t - t_0)\right) V(t_0)
\]

\[
= c (\exp(-\kappa + (\ln \mu/\varphi))) V(t_0), \tag{31}
\]

where \(c \triangleq \exp(N_0 \ln \mu)\) is a constant. Substituting the ADT condition \(\vartheta > \ln \mu/\varphi\) in (31) yields \(V(t) < cV(t_0)\) for \(t \in [t_0, t_0 + T_1]\). Moreover, as \(V(t_0 + T_1) < B\), one has \(V(t_{N_s(t_0)+1}) < \mu B\) from (15) at the next switching instant \(t_{N_s(t_0)+1}\) after \(t_0 + T_1\). This implies that \(V(t)\) may be larger than \(B\) from the instant \(t_{N_s(t_0)+1}\). This necessitates further analysis.

We assume \(V(t) \geq B\) for \(t \in [t_{N_s(t_0)+1}, t_0 + T_2]\), where \(T_2\) denotes the time before next switching. Let \(N_s(t)\) represents the number of all switching intervals for \(t \in [t_{N_s(t_0)+1}, t_0 + T_2]\). Then, substituting \(V(t_0)\) with \(V(t_{N_s(t_0)+1})\) in (31) and following the similar procedure for analysis as (31), we have \(V(t) \leq cV(t_{N_s(t_0)+1}) < c \mu B\) for \(t \in [t_{N_s(t_0)+1}, t_0 + T_2]\). Since \(V(t_0 + T_2) < B\), we have \(V(t_{N_s(t_0)+N_s(t_0)+2}) < \mu B\) at the next switching instant \(t_{N_s(t_0)+N_s(t_0)+2}\) after \(t_0 + T_2\). If we follow similar lines of proof recursively, we can come to the conclusion that \(V(t) < c \mu B\) for \(t \in [t_0 + T_1, \infty)\). This confirms that once \(V(t)\) enters the interval \([0, B]\), it cannot exceed the bound \(c \mu B\) any time later with the ADT switching law (10).

**Scenario (ii):** It can be verified that the same argument below (31) also holds for Scenario (ii).

Thus, observing the stability arguments of the Scenarios (i) and (ii), it can be concluded that the closed-loop system remains UUB with the control laws (5) and (8) with the adaptive law (9) and switching law (10) implying

\[ V(t) \leq \max \left( cV(t_0), c \mu B \right), \forall t \geq t_0. \tag{32} \]

Again, the definition of the Lyapunov function (13) yields

\[ V(t) \geq (1/2)\lambda_{min}(P_s(t))||\xi||^2 \geq \left(\frac{\rho_m}{2}\right) ||\xi||^2. \tag{33} \]
Using (32) and (33) we have
\[ ||\xi||^2 \leq \left( \frac{2}{\rho_m} \right) \max \left( cV(t_0), c\mu B \right), \quad \forall t \geq t_0. \] (34)

Therefore, using the expression of \( B \) from (22), an ultimate bound \( b \) on the tracking error \( \xi \) can be found as \( ||\xi|| \leq \sigma \). \( \square \)

Note that in collocated design, it is standard to consider the internal dynamics to be stable/bounded a priori\(^{26,27}\). In the following, a few design aspects of the proposed mechanism are highlighted.

Remark 5. (The role of gain \( D_\sigma \) and its selection). The control law (5a) relies on the inverse dynamics-type design: in its absence, \( D_\sigma \) would have been replaced by some nominal value of mass matrix following the conventional design (cf.\(^{23,36}\)). However, according to Remark 1, such knowledge is unavailable. Again, avoiding inverse dynamics design and involving mass matrix in the Lyapunov function eventually lead to a switching law that relies on bound knowledge of mass matrix\(^{22}\). These observations highlight the role of \( D_\sigma \) to realize a switched controller without any knowledge of mass matrix.

Aside being positive definite, the proposed design does not put any restriction on the choice of \( D_\sigma \). It can be observed from (6) that higher values of \( D_\sigma \) reduces the effect of uncertainty \( \chi_\sigma \) on the error dynamics, albeit at the cost of higher control input (cf. (5a)). Therefore, \( D_\sigma \) needs to be designed according to the application requirements.

5 | SIMULATION RESULTS

We test the proposed controller for a switched dynamics scenario as in Fig. 1 having three phases (a.k.a subsystems), denoted by \( \sigma = 1, 2, 3 \). For fruitful verification and as found in many applications (cf.\(^{37,38}\)), we verify the controller on the six degrees-of-freedom underactuated quadrotor model as in Appendix (cf. (A1)). The following parametric variations (due to addition of payload) are selected for different subsystems
\[
\sigma = 1: \quad m = 1.5, \quad I_{xx} = I_{yy} = 1.69 \cdot 10^{-5}, \quad I_{zz} = 3.38 \cdot 10^{-5}, \\
\sigma = 2: \quad m = 1.6, \quad I_{xx} = 0.011, \quad I_{yy} = 0.010, \quad I_{zz} = 1.27 \cdot 10^{-4}, \\
\sigma = 3: \quad m = 1.7, \quad I_{xx} = 0.032, \quad I_{yy} = 0.030, \quad I_{zz} = 2.20 \cdot 10^{-4}.
\]

The objective for the quadrotor is to lift and drop various payloads at different heights while starting from the ground position. To achieve this task, the following desired trajectories are defined \( x^d = y^d = 0, z^d = 2 + \sin(0.1t), \phi^d = \varphi^d = \psi^d = 0 \) with an initial position of \( x(0) = y(0) = 0.1, z(0) = 0, \phi(0) = \varphi(0), \psi(0) = 0.1 \). Selection of \( K_{11} = 120I, K_{21} = 100I, K_{12} = 150I, K_{22} = 120I, K_{13} = 200I, K_{23} = 140I, Q_1 = Q_2 = Q_3 = 2I, \kappa = 0.9 \) yields the ADT \( \delta^* = 6.57 \text{sec} \) according to (10).
FIGURE 5 Tracking performance of the proposed controller.

Therefore, a switching law \( \sigma(t) \) is designed as in Fig. 3 (note that the initial fast switchings are compensated by slower switchings later on).

Other control parameters are designed as

\[
D_\sigma = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 1 \cdot 10^{-4} & 0 & 0 \\
0 & 0 & 1 \cdot 10^{-4} & 0 \\
0 & 0 & 0 & 1 \cdot 10^{-4}
\end{bmatrix},
\]

\( a_\sigma = 0.6, c_\sigma = \bar{c}_\sigma = 0.005 \) with \( i = 0, 1, 2, 3 \) for all \( \sigma \). The initial conditions are selected as \( \hat{\theta}_{s\sigma}(0) = 1.2, \hat{\theta}_{1\sigma}(0) = 1.3, \hat{\theta}_{2\sigma}(0) = 1.4, \hat{\theta}_{3\sigma}(0) = 1.5, \zeta_\sigma(0) = \gamma_\sigma(0) = 1 \forall \sigma \). The external disturbance is selected as \( d_\sigma = \{0.05 \sin(0.5t), 0, 0, d_p\} \forall \sigma \), where \( d_p \) represents a pulse type disturbance (cf. Fig. 4) emulating sudden disturbances like gust of wind. It is worth remarking here that, the proposed mechanism being a collocated one, external disturbances should be selected such that the nonactuated dynamics does not become unstable (cf. 26, 27). Therefore, no external disturbances are considered in \((\phi, \psi)\) as well as in \((x, y)\).

FIGURE 6 Gains for subsystem 1.
The performance of the proposed controller is depicted in Fig. 5 in terms of tracking errors, where the attitude errors are reported in degree for better comprehension. In line with the proposed adaptive law (9a)-(9d), Figs. 6-8 reveal that: (i) for an active subsystem, only the gains $\hat{\theta}_p$ and $\zeta_p$ are updated while $\gamma_p$ remains constant; (ii) for an inactive subsystem, while $\gamma_p$ is updated, $\hat{\theta}_p$ and $\zeta_p$ remain constant.

6 | CONCLUSIONS

A new concept of adaptive control design for quadrotor was introduced for vertical operations, using the framework of average dwell time based switched dynamics. The proposed design did not require any a priori knowledge of structure and bound of uncertainty. The effectiveness of the concept was validated via simulations with dynamically varying payload.
APPENDIX

A DYNAMICS OF QUADROTOR

The dynamics of a six degrees-of-freedom quadrotor in Earth-fixed coordinated frame is given by [8]

\[
\begin{bmatrix}
  \ddot{x} \\
  \ddot{y} \\
  \ddot{z}
\end{bmatrix} + \begin{bmatrix}
  0 \\
  0 \\
  mg
\end{bmatrix} = \mathbf{R}^T \begin{bmatrix}
  0 \\
  0 \\
  T_{th}
\end{bmatrix}
\]

\[
\frac{I_{xx}}{l} \ddot{\phi} + \frac{I_{zz} - I_{yy}}{l} \dot{\phi} \dot{\psi} = \tau_{\phi},
\]

\[
\frac{I_{yy}}{l} \ddot{\psi} + \frac{I_{xx} - I_{zz}}{l} \dot{\phi} \dot{\psi} = \tau_{\phi},
\]

\[
I_{zz} \ddot{\psi} + (I_{yy} - I_{xx}) \dot{\phi} \dot{\psi} = \tau_{\psi},
\]

where

\[
\mathbf{R} = \begin{bmatrix}
  c_{\psi} c_{\phi} & s_{\psi} c_{\phi} & -s_{\phi} \\
  c_{\psi} s_{\phi} - s_{\psi} c_{\phi} & s_{\psi} c_{\phi} + c_{\psi} s_{\phi} & s_{\phi} \\
  s_{\psi} s_{\phi} c_{\phi} + c_{\psi} s_{\phi} & s_{\psi} c_{\phi} - c_{\psi} s_{\phi} & c_{\phi}
\end{bmatrix}
\]

is an orthogonal rotational matrix and \(c_{(\cdot)}, s_{(\cdot)}\) denote \(\cos (\cdot), \sin (\cdot)\); \(m\) is the mass of the overall system; \(l\) is arm-length of the rotor units; \(I_{xx}, I_{yy}, I_{zz}\) are the inertia terms in x, y and z directions respectively; \(T_{th}\) is the total thrust and \(\tau_{(\cdot)}\) is the moment in the direction of \(\cdot\).

Multiplying both side of the position subsystem (A1a) with \(\mathbf{R}\) yields

\[
m \dddot{x}_{\phi} c_{\phi} + m \dddot{y}_{\phi} c_{\phi} - m \dddot{z}_{\phi} - m g s_{\phi} = 0,
\]

\[
m \dddot{x}_{\psi} (c_{\psi} s_{\phi} - s_{\psi} c_{\phi}) + m \dddot{y}_{\psi} (s_{\psi} s_{\phi} c_{\phi} + c_{\psi} s_{\phi}) + m \dddot{z}_{\psi} s_{\phi} c_{\phi} + m g s_{\phi} c_{\phi} = 0,
\]

\[
m \dddot{z}_{\phi} (c_{\psi} s_{\phi} c_{\phi} + s_{\psi} s_{\phi}) + m \dddot{y}_{\phi} (s_{\psi} s_{\phi} c_{\phi} - c_{\psi} s_{\phi}) + m g c_{\phi} c_{\psi} = T_{th}.
\]

**Remark 6.** The above mathematical arrangement helps to avoid singularity while computing \(T_{th}\) and consequently avoids any a priori boundedness assumption on \(\phi\) and \(\psi\) as in [3].

After such rearrangements of the dynamics, we are now ready to define the (non-switched) four degrees-of-freedom dynamics structure suitable for collocated design as

\[
\mathbf{M}(\mathbf{q}) \ddot{\mathbf{q}} + \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) \dot{\mathbf{q}} + \mathbf{G}(\mathbf{q}) + \mathbf{H}(\mathbf{q}) \ddot{\mathbf{u}} = \tau,
\]

where

\[
\mathbf{M} = \begin{bmatrix}
  m(c_{\phi} c_{\psi}) & 0 & 0 & 0 \\
  0 & 0 & c_{\psi} c_{\phi} - s_{\psi} s_{\phi} & 0 \\
  0 & 0 & 0 & c_{\phi}
\end{bmatrix},
\]

\[
\mathbf{G} = \begin{bmatrix}
  mg(c_{\phi} c_{\psi}) \\
  0 \\
  0
\end{bmatrix},
\]

\[
\mathbf{C} = \begin{bmatrix}
  (I_{yy} - I_{xx}) \dot{\phi} + (I_{zz} - I_{yy}) \dot{\psi} \\
  (I_{xx} - I_{yy}) \dot{\phi} + (I_{zz} - I_{xx}) \dot{\psi} \\
  0 & 0 & 0 & \frac{(I_{xx} - I_{yy})}{l}
\end{bmatrix},
\]

\[
\mathbf{H} = \begin{bmatrix}
  m(c_{\phi} s_{\phi} c_{\psi} + s_{\phi} s_{\psi}) & 0 \\
  0 & 0 \\
  0 & 0
\end{bmatrix},
\]

\[
\mathbf{r} = \begin{bmatrix}
  T_{th} \\
  \tau_{\phi} \\
  \tau_{\psi} \\
  \tau_{\psi}
\end{bmatrix},
\]

\[
\mathbf{q} = \begin{bmatrix}
  \dot{x} \\
  \dot{y} \\
  \dot{z}
\end{bmatrix},
\]

\[
\mathbf{u} = \begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}.
\]
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