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ABSTRACT
In recent times, fake news and misinformation have had a disruptive and adverse impact on our lives. Given the prominence of microblogging networks as a source of news for most individuals, fake news now spreads at a faster pace and has a more profound impact than ever before. This makes detection of fake news an extremely important challenge. Fake news articles, just like genuine news articles, leverage multimedia content to manipulate user opinions but spread misinformation. A shortcoming of the current approaches for the detection of fake news is their inability to learn a shared representation of multimodal (textual + visual) information. We propose an end-to-end network, Multimodal Variational Autoencoder (MVAE), which uses a bimodal variational autoencoder coupled with a binary classifier for the task of fake news detection. The model consists of three main components, an encoder, a decoder, and a fake news detector module. The variational autoencoder is capable of learning probabilistic latent variable models by optimizing a bound on the marginal likelihood of the observed data. The fake news detector then utilizes the multimodal representations obtained from the bimodal variational autoencoder to classify posts as fake or not. We conduct extensive experiments on two standard fake news datasets collected from popular microblogging websites: Weibo and Twitter. The experimental results show that across the two datasets, on average our model outperforms state-of-the-art methods by margins as large as \( \sim 6\% \) in accuracy and \( \sim 5\% \) in \( F_1 \) scores.

CCS CONCEPTS
• Information systems → Social networks; Multimedia and multimodal retrieval; • Computing methodologies → Neural networks;

KEYWORDS
Fake news detection, multimodal fusion, variational autoencoders, microblogs

ACM Reference Format:

1 INTRODUCTION
The change to neoteric methods of news consumption in recent times has brought the issue of fake news and misinformation to the forefront of discussion. As thousands of new news articles proliferate social media networks every day, with each having neither a credibility nor a validation check, an ecosystem fuelled by misinformation (the inadvertent sharing of false information) and disinformation (the deliberate creation and sharing of information known to be false) has been established. Social media networks have enabled news articles to evolve from traditional text-only news to news with images and videos which can provide a better storytelling experience and has the ability to engage more readers. Recent fake news articles leverage this very change to visual context aided news. Fake news articles can now contain misrepresented, irrelevant, and forged images to mislead readers. Peer-to-peer networks (primarily social media networks) allow fake news (propaganda) to be targeted at users who are more likely to accept and share a particular message. Fake news has been in the limelight in recent years for having an extensive negative effect on public events. A major turning point of realization was the 2016 U.S. presidential elections. It was believed that within the final three months leading up to the election, fake news favoring either of the two nominees was accepted and shared by more than 37 million times on Facebook [1]. This makes the task of detecting fake news a crucial one.

Figure 1 shows three examples of fake news from the Twitter dataset. Each tweet has certain textual content and an image associated with it. For the tweet on the left, both the image and text indicate that it is probably a fake news. In the tweet on the right, the image does not add substantial information but the text indicates that it may be a fake news. In the tweet in the middle, it is difficult to reach a conclusion from the text, but the morphed image suggests that it is possibly a fake news. This example reflects the hypothesis that pairs of visual and textual information can give better insights into fake news detection.

Figure 1: Fake News examples from the Twitter dataset
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On a conceptual level, the task of detecting fake news has undergone a variety of labels from misinformation to rumor. The target of our study is detection of news content that is fabricated and can be verified to be false. Rumor and fake news detection techniques range from traditional learning methods to deep learning models. Initial approaches [4] tried to detect fake news using only linguistic features extracted from the text content of news stories. Ma et al. [14] explored the possibility of representing tweets with deep neural networks by capturing temporal-linguistic features followed by Chen et al. [5] who built upon this by introducing attention mechanism into the RNNs.

Recent works [26] in the field of deep learning to detect fake news have shown performance improvements over traditional methods due to their enhanced ability to extract relevant features. Jin et al. [9] combine visual, textual and social context features, using an attention mechanism to make predictions about fake news. Wang et al. [26] use an additional event discriminator to learn common features shared among all the events with the goal of doing away with non-transferable event-specific features, and claim that they can handle novel and newly emerged events better. A shortcoming of the existing models is that they do not have any explicit objective function to discover correlations across the modalities.

Our work, inspired by the idea of autoencoders tries to learn shared representations in a multimodal setting. Kingma et al. [12] proposed that latent variable models act as a powerful approach to generatively model complicated distributions and brought forth the ideas of Variational Autoencoder (VAE). VAEs can learn probabilistic latent variable models by optimizing a bound on the marginal likelihood of the observed data. Overcoming the limitations of the current models, we propose a multimodal variational autoencoder capable of learning shared (visual + textual) representations, trained to discover correlations across modalities in tweets. The VAE is then coupled with a classifier to detect fake news.

To summarize, the contributions of our work are as follows:

- We propose a novel approach for classifying social media posts using only the content of the post, i.e., the text and the attached image.
- The proposed MVAE model uses a Multimodal Variational Autoencoder trained jointly with a Fake News Detector to detect if a post is fake or not.
- We extensively evaluate the performance of our model on two real-world datasets. The results reveal that our proposed model learns better multimodal features and outperforms the state-of-the-art multimodal fake news detection models.
- We show that our proposed model is able to discover correlations across the modalities and thus come up with better multimodal shared representations.

The rest of this paper is organized as follows: In Section 2, we discuss previous work on fake news detection and basics of autoencoders. In Section 3, we present our proposed model and its different components. In Section 4, we describe the datasets, baselines and provide the implementation details of our proposed model. Results and analysis are shown in Section 5, and we conclude with a brief summary in Section 6.

2 RELATED WORK

The task of fake news detection is similar to various other interesting challenges ranging from spam detection [29] to rumor detection [24] to satire detection [20]. As every individual may have their very own intuitive definition of such related ideas, each paper embraces its own definition. Following the previous work [21, 22], we specify that the target of our study is detecting news content that is fabricated and can be verified as false.

A few early studies tried to detect fake news based on linguistic features extracted from the text of news stories. Castillo et al. [4] employ a set of linguistic features such as special characters, sentiment positive/negative words, emojis, etc. to detect fake news. Popat et al. [19] use stance and language stylistic features like assertive verbs, discourse markers, etc. to assess the credibility of a claim. Context-free grammar rules were used to identify deception in Feng et al. [6]. Ma et al. [14] were the first to explore the possibility of representing tweets with deep neural networks by capturing temporal-linguistic features. Chen et al. [5] incorporated attention mechanism into recurrent neural networks (RNNs) to pool out distinct temporal-linguistic features with a particular focus.

The social connection established as a result of the interaction between users and tweets give birth to rich social context for posts. Wu et al. [28] infer embeddings of social media user profiles and leverage an LSTM network over propagation pathways to classify fake news. Liu et al. [13] model the propagation path of a news story as a multivariate time series and detect fake news through propagation path classification with a combination of RNNs and CNNs. Ma et al. [15] learn representations of a tweet using recursive neural models based on tree-structured neural networks. Jin et al. [8] used hand-crafted social context features such as the number of followers, retweets, etc. Most social context features are unstructured and usually involve an intensive amount of manual labour to collect. Also, they cannot provide sufficient information for newly emerged events.

Recent studies have shown that visual features (images) play a very important role in detecting fake news [27]. However, verifying the credibility of multimedia content on social media has received less amount of scrutiny. Extraction of basic features of attached images has been explored in [18]. However, these features are still hand-crafted and can hardly represent complex distributions of image content.

Deep neural networks have yielded immense success in learning image and textual representations. They have been successfully applied to various tasks including image captioning [10, 25], visual question answering [2], and fake news detection [8, 26]. Jin et al. [8] proposed a model which extracts the visual, textual and social context features, and fuses them by attention mechanism. Wang et al. [26] learn event-invariant features using an adversarial network along with a multimodal feature extractor. However, both these models do not have any explicit objective to discover correlations across the modalities.

To overcome the limitations of the existing multimodal fake news detectors, we propose a multimodal variational autoencoder (MVAE) that learns a shared representation of both the modalities, text as well as image. The multimodal variational autoencoder is trained to reconstruct both the modalities from the learned shared
representation and thus discovers correlations across modalities. We jointly train the multimodal variational autoencoder along with a classifier to detect fake news. Also, we use less information than our baselines to detect fake news i.e. we don’t use any social or event related information.

3 THE PROPOSED MVAE MODEL

3.1 MVAE Overview

We propose a novel deep multimodal variational autoencoder (MVAE) to address the problem of fake news detection. The basic idea behind MVAE is to learn a unified representation of both the modalities of a tweet’s content. The overall architecture of the proposed MVAE is illustrated in Figure 2. It has three main components:

- Encoder: It encodes the information from text and image into a latent vector.
- Decoder: It reconstructs back the original image and text from the latent vector.
- Fake News Detector: It uses the learned shared representation (latent vector) to predict if a news is fake or not.

3.2 Encoder

The inputs to the encoder are the text of the post as well as the image attached to it, and it outputs a shared representation of the features learnt from both the modalities. The encoder can be broken down into two sub-components: textual encoder and visual encoder.

3.2.1 Textual Encoder. The input to the textual encoder is the sequential list of words in the posts, \( T = [T_1, T_2, ..., T_n] \), where \( n \) is the number of words in the text. Each word \( T_j \in T \) in the text is represented as a word embedding vector. The embedding vector for each word is obtained with a deep network which is pre-trained on the given dataset in an unsupervised way.

To extract features from textual content, we use recurrent neural networks (RNNs) with Long-Short Term Memory (LSTM) cells. RNNs are a class of artificial neural networks which utilize sequential information and maintain history through their intermediate layers. A vanilla RNN has an internal state whose output at every time-step can be expressed in terms of the previous time-step. However, it has been seen that vanilla RNNs suffer from a problem of vanishing and exploding gradients [7, 17]. This leads to the model learning inefficient dependencies between words that are a few steps apart. To overcome this problem, LSTM extends the basic RNN by storing information over long time periods by their use of memory units and efficient gating mechanisms.

Let \( [h_1, h_2, ..., h_n] \) represent states of the LSTM and its state updates satisfy the following equations:

\[
\begin{align*}
    f_t &= \sigma(W_h x_t + U h_{t-1} + b) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W_h x_t + U h_{t-1} + b) \\
    h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

where, \( \sigma \) is the logistic sigmoid function, \( f_t \), \( i_t \), \( o_t \) represent the forget, input and output gates respectively, \( x_t \) denotes the input, \( h_t \) represents the hidden state at time \( t \). The forget, input and output gates control the flow of information throughout the sequence. \( W, U \) are matrices which represent the weights and \( b \) are the biases associated with the connections.

We employ stacked bi-directional LSTM units to extract textual features. The final hidden state of LSTM is obtained by concatenating the forward and backward states. Finally, we pass the LSTM output through a fully connected layer (enc text fc) to get the textual features.

\[
R_T = \phi(W_{tf} R_{lstm})
\]

where, \( R_{lstm} \) is the output of the LSTM, \( W_{tf} \) is the weight matrix of the fully connected layer and \( \phi \) is the activation function used.

3.2.2 Visual Encoder. The input to the visual encoder is the image attached with the post, \( V \). As seen in various visual understanding problems, image descriptors trained using convolutional neural networks (CNNs) over large amounts of data have proven to be very effective. The implicit learning of spatial layout and object semantics in the later layers of the network has contributed to the success of these features.

We employ the pre-trained network of VGG-19 architecture [23] trained over the ImageNet database and use the output of the fully-connected layer (FC7). During the joint training process, we freeze the parameters of the VGG network to avoid parameter explosion. Finally, we pass the VGG output through multiple fully connected layers (enc vis fc*) to get the same sized representation of the image as that of text.

\[
R_V = \phi(W_{vf} R_{vgg})
\]

where, \( R_{vgg} \) is the feature representation obtained from the VGG-19, \( W_{vf} \) is the weight matrix of the fully connected layer and \( \phi \) is the activation function used.

The textual feature representation \( R_T \) and the visual feature representation \( R_V \) are then concatenated and passed through a fully connected layer to form the shared representation. We then obtain two vectors \( \mu \) and \( \sigma \) from the shared representation. They can be treated as the mean and variance respectively of the distribution of the shared representation. Furthermore, a random variable \( \epsilon \) is sampled from a previous distribution (e.g., Gaussian distribution). The final reparameterized multimodal representation denoted by \( R_m \) can be calculated as follows:

\[
R_m = \mu + \sigma \odot \epsilon
\]

We denote the encoder as \( G_{enc}(M, \theta_{enc}) \), where \( \theta_{enc} \) denotes all the parameters to be learned in encoder, and \( M \) represents the set of multimedia posts. Hence, the output of the encoder for a multimedia post, \( m \), is the multimodal representation:

\[
R_m = G_{enc}(m, \theta_{enc})
\]

3.3 Decoder

The architecture of the decoder is similar to that of the encoder but inverted. The goal of the decoder is to reconstruct data from the sampled multimodal representation. Just like the encoder, it can be broken down into two sub-components: textual decoder and visual decoder.

3.3.1 Textual Decoder. The textual decoder takes as input the multimodal representation and reconstructs the words in the text. The multimodal representation is passed through a fully connected layer (dec text fc) to create inputs for the bi-directional LSTM. Then, we have similar stacked bi-directional LSTM units as used in the textual encoder sub-network. Finally, we pass the LSTM outputs through a
time distributed fully connected layer with softmax activation to get the probability of each word in that time step.

3.3.2 Visual Decoder. The goal of the visual decoder is to reconstruct the VGG-19 features from the multimodal representation. The visual decoder sub-network is just the reverse of the visual encoder’s corresponding sub-network. The multimodal representation is passed through multiple fully connected layers (dec vis fc∗) to reconstruct the VGG-19 features.

We denote the decoder as \( G_{dec}(R_m, \theta_{dec}) \), where \( \theta_{dec} \) denotes all the parameters in the decoder. Hence, the output of the decoder for a multimedia post, \( m \), is a matrix of probability of every word for each position in the text, \( \hat{t}_m \), and the reconstructed VGG-19 features of the image, \( \hat{r}_{vgg_m} \).

\[
(i_m, \hat{r}_{vgg_m}) = G_{dec}(R_m, \theta_{dec})
\]  

VAE models are trained by optimizing the sum of the reconstruction loss and the KL divergence loss. Therefore, we employ categorical cross-entropy loss for reconstruction of text and mean squared error for reconstruction of image features. The KL divergence between two probability distributions simply measures how much they diverge from each other. Minimizing the KL divergence here means optimizing the probability distribution parameters (\( \mu \) and \( \sigma \)) to closely resemble that of the target distribution (Normal distribution). These can be calculated as follows:

\[
L_{rec_{vgg}} = \frac{1}{n_t} \sum_{i=1}^{n_t} \left( \hat{r}_{vgg_m} - r_{vgg_m} \right)^2
\]

\[
L_{rec_i} = -\mathbb{E}_{m \sim M} \sum_{i=1}^{n_t} \sum_{c=1}^{C} 1_{c=i_m} \log \hat{t}_m
\]

\[
L_{kl} = \frac{1}{2} \sum_{i=1}^{n_t} (\mu_i^2 + \sigma_i^2 - \log(\sigma_i) - 1)
\]

where, \( M \) is the set of multimedia posts, \( n_t \) is the dimensionality of VGG-19 features, \( n_t \) is the number of words in text, \( n_m \) is the dimensionality of multimodal features, and \( C \) is the vocabulary size. We minimize the VAE loss by seeking optimal parameters \( \hat{\theta}_{enc} \) and \( \hat{\theta}_{dec} \) and this can be represented as follows.

\[
(\theta_{enc}^*, \theta_{dec}^*) = \arg\min_{\theta_{enc}, \theta_{dec}} (L_{rec_{vgg}} + L_{rec_i} + L_{kl})
\]

3.4 Fake News Detector

Fake News Detector takes multimodal representation as input and aims to classify the post as fake or not. It consists of multiple fully connected layers with corresponding activation functions. We denote the fake news detector as \( G_{fnd}(R_m, \theta_{fnd}) \), where \( \theta_{fnd} \) denotes all the parameters in the fake news detector. The output of the fake news detector for a multimedia post, \( m \), is the probability of this post being a fake news.

\[
\hat{y}_m = G_{fnd}(R_m, \theta_{fnd})
\]

We can view the value of \( \hat{y}_m \) as a label 1 meaning the multimedia post \( m \) is fake, and 0 otherwise. In order to constrain the values between 0 and 1, we use the sigmoid logistic function. Hence, to calculate the classification loss, we employ cross-entropy as follows.

\[
L_{fnd}(\theta_{enc}, \theta_{fnd}) = -\mathbb{E}_{(m, y) \sim (M, Y)} \left[ y \log(\hat{y}_m) + (1-y) \log(1-\hat{y}_m) \right]
\]
by seeking the optimal parameters $\hat{\theta}_{\text{enc}}$ and $\hat{\theta}_{\text{dec}}$, and this can be represented as follows.

$$L_{\text{final}}(\theta_{\text{enc}}, \theta_{\text{dec}}, \theta_{\text{fin}}) = \lambda_1 L_{\text{rec}} + \lambda_2 L_{\text{cross}} + \lambda_3 L_{\text{pair}}$$

where, $\lambda$s can be used to balance the individual terms of the loss function. In this paper, we simply set all the $\lambda$s as 1. The optimal parameters can then be calculated by minimizing the final loss as follows.

$$\hat{\theta}_{\text{enc}}, \hat{\theta}_{\text{dec}}, \hat{\theta}_{\text{fin}} = \arg\min_{\theta_{\text{enc}}, \theta_{\text{dec}}, \theta_{\text{fin}}} L_{\text{final}}(\theta_{\text{enc}}, \theta_{\text{dec}}, \theta_{\text{fin}})$$

### 3.5 Putting it all together

The complete architecture of the proposed MVAE is shown in Figure 2. The output of the encoder is fed to the decoder as well as the fake news detector. The decoder aims to reconstruct the data, while the fake news detector aims to classify the post as fake news or not. We jointly train the VAE and the fake news detector. Hence, the final loss can be written as follows.

$$L_{\text{final}}(\theta_{\text{enc}}, \theta_{\text{dec}}, \theta_{\text{fin}}) = \lambda_1 L_{\text{rec}} + \lambda_2 L_{\text{cross}} + \lambda_3 L_{\text{pair}}$$

where, $\lambda$s can be used to balance the individual terms of the loss function. In this paper, we simply set all the $\lambda$s as 1. The optimal parameters can then be calculated by minimizing the final loss as follows.

$$\hat{\theta}_{\text{enc}}, \hat{\theta}_{\text{dec}}, \hat{\theta}_{\text{fin}} = \arg\min_{\theta_{\text{enc}}, \theta_{\text{dec}}, \theta_{\text{fin}}} L_{\text{final}}(\theta_{\text{enc}}, \theta_{\text{dec}}, \theta_{\text{fin}})$$

### 4 EXPERIMENTS

In this section, we first describe the two social media datasets used in the experiments. We then discuss in brief the state-of-the-art fake news detection approaches along with some state-of-the-art language-vision models.

#### 4.1 Datasets

Given the sparse availability of structured multimedia data, we make use of two standard datasets to evaluate our architecture for fake news detection. The two datasets consist of real social media information collected from Twitter and Weibo. To the best of our knowledge, these are the only available datasets that have paired image and textual information.

##### 4.1.1 Twitter Dataset

As part of MediaEval [3], the Twitter dataset was released for Verifying Multimedia Use task. The task was aimed at detecting fake multimedia content on social media. The dataset consists of tweets (short messages posted on Twitter) and each tweet has textual content, image/video and social context information associated with it. The dataset has around 17000 unique tweets spanning over different events. The dataset is split into two parts: the development set (9000 fake news tweets, 6000 real news tweets) and the test set (2000 tweets). They are split in such a manner that the tweets have no overlapping events. Given our focus on the image and textual information, we filter out all tweets which have videos attached to them in the set. We use the development set for training and the test set for testing to keep the same data split scheme as the benchmark.

##### 4.1.2 Weibo Dataset

The Weibo dataset, used in [8] for the task of fake news detection consists of data collected from Xinhua News Agency, an authoritative news source of China and Weibo, a Chinese microblogging website. The fake news collected from Weibo is obtained over a span of time ranging from May 2012 to January 2016 and is verified by Weibo’s official rumour debunking system. The system encourages common users to report suspicious tweets on

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Accuracy</th>
<th>Fake News</th>
<th>Real News</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Textual</td>
<td>MVAE</td>
<td>0.745</td>
<td>0.801</td>
<td>0.719</td>
</tr>
<tr>
<td>Visual</td>
<td>MVAE</td>
<td>0.755</td>
<td>0.810</td>
<td>0.769</td>
</tr>
<tr>
<td>VQA</td>
<td>MVAE</td>
<td>0.764</td>
<td>0.819</td>
<td>0.788</td>
</tr>
<tr>
<td>VQA</td>
<td>EANN</td>
<td>0.780</td>
<td>0.827</td>
<td>0.795</td>
</tr>
<tr>
<td>VQA</td>
<td>Neural Talk</td>
<td>0.782</td>
<td>0.829</td>
<td>0.795</td>
</tr>
<tr>
<td>VQA</td>
<td>att-RNN</td>
<td>0.784</td>
<td>0.831</td>
<td>0.795</td>
</tr>
<tr>
<td>VQA</td>
<td>Neural Talk</td>
<td>0.786</td>
<td>0.833</td>
<td>0.795</td>
</tr>
<tr>
<td>VQA</td>
<td>EANN</td>
<td>0.788</td>
<td>0.835</td>
<td>0.795</td>
</tr>
<tr>
<td>VQA</td>
<td>MVAE</td>
<td>0.824</td>
<td>0.854</td>
<td>0.769</td>
</tr>
</tbody>
</table>

Table 1: Performance of MVAE vs other methods on two different datasets

Weibo which are then examined by a committee of reputable users that classify the suspicious tweet as fake or real. In accordance with previous work [14, 27], this system also acts as the authoritative source for collecting rumour news. The non-rumour tweets are tweets verified by the Xinhua News Agency. Preprocessing of the dataset is done using a method similar to that of [8]. Preliminary steps involve removal of duplicate images (using locality sensitive hashing) and low-quality images to ensure homogeneity across the dataset. The dataset is then split into training and testing sets with an approximate tweet ratio of 4:1 as in Jin et al. [8].

#### 4.2 Experimental Settings

For word embeddings, we employ the distributed Word2Vec representation for words [16]. For the Twitter dataset, we have posts which are not in English, so we translated them into English to keep the data coherent. We follow standard text pre-processing for the Twitter dataset. For the Weibo dataset, text is in Chinese. Chinese text is written without spaces between words. We use the Stanford Word Segmenter for Chinese text tokenization into words. We pre-train the Word2Vec model on the training dataset in an unsupervised fashion, with dimension size of 32.

For visual features, we use the output of the second to the last layer of a 19-layer VGGNet pre-trained on ImageNet set [23]. The dimensions of features obtained from VGG-19 is 4096. We do not fine tune the weights of the VGG, i.e., the weights of the VGG network are frozen.

The textual encoder consists of LSTMs with dimension size of hidden layers as 32. The fully connected layer used in the textual encoder is of size 32. The visual encoder consists of two fully connected layers of size 1024 and 32. The decoder consists of layers with the same dimensions as that of the encoder. The fake news detector has two fully connected layers of size 64 and 32.

We use a batch size of 128 instances in the training of the whole network. The model is trained for 300 epochs with a learning rate of $10^{-5}$ with an early stopping to report the results. We use the hyperbolic tangent function as the non-linear activation function. To prevent overfitting, we use L2-regularizer on the weights of our model. We experimented with a weight penalty of $[0, 0.05, 0.1, 0.3, 0.5]$ and set it to 0.05 for the encoder and the decoder, and 0.3 for the fake news detector. To seek optimal parameters for our model,
we use Adam [11] as the optimizer. We make the code publicly available.

4.3 Baselines

To validate the performance of the proposed multimodal variational autoencoder, we compare it with two categories of baseline models: single modality models and multimodal models.

4.3.1 Single Modality Models. MVAE leverages information from both visual and textual data to identify potentially fake news. As against such multimodal approaches, we also experimented with two unimodal models as described below.

- **Textual:** This model uses only textual information present in posts to classify them as fake or not. Each word is represented as a 32-dimensional vector. The word-embeddings are trained on the text content of the posts. Individual posts are then fed into a Bi-LSTM to extract textual features $F_T$. $F_T$ is then fed into a 32-dimensional fully connected layer with a softmax function coupled with the Bi-LSTM that is responsible for making final predictions.

- **Visual:** The visual model uses only images from posts to classify them as fake or not. Images are fed into a pre-trained VGG-19 network with a fully-connected layer to extract visual features $F_V$. Similar to the textual model, the visual features $F_V$ are then fed into a 32-dimensional fully connected layer for making the prediction.

4.3.2 Multimodal Models. Multimodal approaches utilize information from multiple modalities for the task of fake news classification.

- **VQA** [2]: Visual Question Answering aims to answer questions about given images. We adapted the Visual QA model which was originally designed for a multi-class classification task to our binary classification task. This is done by replacing the final multi-class layer with a binary-class layer. We use a one-layer LSTM with number of hidden units set to 32.

- **Neural Talk** [25]: The work of Vinyls et al. [25] in the domain of image captioning, proposes generation of natural language sentences describing an image using a deep recurrent framework. Following a structure similar to theirs, we obtain latent representations by averaging the output of the RNN at each time step as the joint representation of the image and text in tweets. These representations are then fed into a fully connected layer followed by an entropy loss layer to make predictions.

- **att-RNN** [8]: att-RNN uses attention mechanisms to combine textual, visual and social context features. In this end-to-end network, image features are incorporated into the joint representation of text and social context, obtained using an LSTM network. The neural attention from the outputs of the LSTM is an integral part for fusing the visual features. For a fair comparison, in our experiments, we remove the part dealing with social context information.

- **EANN** [26]: The Event Adversarial Neural Network (EANN) consists of three main components: the multimodal feature extractor, the fake news detector and the event discriminator. The multimodal feature extractor extracts textual and visual features from posts. It works with the fake news detector to learn the discriminative representation for detection of fake news. The event discriminator is responsible for removing any event-specific features. It is also possible to detect fake news using only two components, the multimodal feature extractor and the fake news detector. Hence, for a fair comparison, in our experiments, we work with a variant of EANN which does not include the event discriminator.

Note that fair comparisons with methods proposed in [13, 15] are not possible since they use addition information like tweet propagation data. Also, these methods are not developed for multimodal datasets. We report the accuracy, recall, precision, and $F_1$ scores of all the baselines along with our proposed model in Table 1.

5 RESULTS AND ANALYSIS

Table 1 shows the results of the baselines as well as our proposed method on both datasets. We report the accuracy of our fake news detector as well as the precision, recall and $F_1$ score of our method for both fake news and real news. We can clearly see that our proposed method performs much better than the baselines.

On the Twitter dataset, among the single modality models, the visual model performs better than the textual model. This can be attributed to the fact that image features learnt with the help of VGG-19 have more shareable patterns to classify news as compared to textual features. Although visual features perform better than textual features, single modality models perform worse than the multimodal models.

Among multimodal models, att-RNN beats EANN which tells us that the attention mechanism can help in improving the performance of the model by considering the parts of the image which are related to the text. Our proposed model MVAE outperforms the baseline models by a huge margin and increases the accuracy from 66.4% to 74.5% and increases the $F_1$ scores from 66% to 73%.

On the Weibo dataset, we see similar trends in the results. The textual model beats the visual model in single modality models. Among multimodal methods, EANN and att-RNN which were proposed for this task perform better than Neural Talk and VQA. MVAE outperforms all the baselines and boosts the performance from 78.2% to 82.4% in terms of accuracy and shows an increase of ~5% in $F_1$ scores, compared to the previous best baseline. This validates the effectiveness of our proposed method MVAE in detecting fake news on social media.

6 CONCLUSIONS

In this work, we explored the task of multimodal fake news detection. Overcoming the limitations of the current models, we tackle the challenge of learning correlations between modalities in tweets and to do so, propose a multimodal variational autoencoder that learns shared (visual + textual) representations to aid fake news detection. Our model consists of three main components, an encoder, a decoder and a fake news detector. Our proposed model, MVAE is trained by jointly learning the encoder, decoder and the fake news detector. The performance of our proposed architecture is evaluated on two real-world datasets. The MVAE model outperforms the current state-of-the-art architectures. In the future, we plan to extend MVAE using tweet propagation data and user characteristics.
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