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Abstract

Code-mixing, use of two or more languages in a single sentence, is ubiquitous; generated by multi-lingual speakers across the world. The phenomenon presents itself prominently in social media discourse. Consequently, there is a growing need for translating code-mixed hybrid language into standard languages. However, due to the lack of gold parallel data, existing machine translation systems fail to properly translate code-mixed text.

In an effort to initiate the task of machine translation of code-mixed content, we present a newly created parallel corpus of code-mixed English-Hindi and English. We selected previously available English-Hindi code-mixed data as a starting point for our parallel corpus, and 4 human translators, fluent in both English and Hindi, translated the 6096 code-mixed English-Hindi sentences to English.

With the help of the created parallel corpus, we analyzed the structure of English-Hindi code-mixed data and present a technique to augment run-of-the-mill machine translation (MT) approaches that can help achieve superior translations without the need for specially designed translation systems. The augmentation pipeline is presented as a pre-processing step and can be plugged with any existing MT system, which we demonstrate by improving code-mixed translations done by systems like Moses, Google Neural Machine Translation System (NMTS) and Bing Translator.

1 Introduction

In the last decade, digital communication mediums like e-mail, Facebook, Twitter, etc. have allowed people to have conversations in a much more informal manner than before. This informal nature of conversations has given rise to a new form of hybrid language, called code-mixed language, that lacks a formally defined structure.

Myers-Scotton (1993) defines code-mixing as “the embedding of linguistic units such as phrases, words and morphemes of one language into an utterance of another language”. Code-switching is a similar concept, except the fact that code-mixing is a phenomenon observed entirely in a single sentence, while code-switching occurs across sentences. For the purposes of this study, we will not make a difference between code-mixing and code-switching and treat them both as code-mixing.

Code-mixing of Hindi and English, where sentences follow the syntax of Hindi but borrow some vocabulary from English is very prevalent on social media content in India, where most people are multi-lingual. An example of a code-mixed English-Hindi sentence is presented below:
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• “Main kal movie dekhna jaa rahi thi and raaste me I met Sam.”

**Gloss:** I yesterday [movie] to-see go Continous-marker was [and] way in [I met Sam].

**English Translation:** I was going for a movie yesterday and I met Sam on the way.

This phenomenon is present in informal communication in almost every multi-lingual society, as studied by Choudhury et al. (2007). They investigated how language used on these social media platforms, which they have called *texting* language, differs from the standard language that is found in more formal texts like books. It is also more common in the areas of the world where people are naturally bi- or multi-lingual. Usually, these are the areas where languages change over short geo-spatial distances and people generally have at least a basic knowledge of the neighbouring languages (Jamatia et al., 2015). A very good example for this is a country like India which has an extensive language diversity and where dialectal changes frequently instigate code-mixing.

In recent times, we have seen an explosion of Computer Mediated Communication (CMC) worldwide (Herring, 2003). In CMC, language use lies somewhere in between spoken and written forms of a language and tend to use simple shorter constructions, contractions and phrasal repetitions typical of speech (Danet and Herring, 2007). Such conversations, especially in social-media are both multi-party and multilingual, with mixing occurring between two or more languages, where the choice of language-use being highly influenced by the speakers and their communicative goals (Crystal, 2011). With multiple languages coming into play, and the variety of factors which influence the usage of those, the task of processing text becomes quite difficult.

As of now, according to the data of internetworldstats.com, the Internet has four-hundred fifty million English speaking users out of one billion five hundred million total users. This means that the market for English language is slightly less than one third of the total market. In other terms, most current approaches to information extraction exploiting social media and user-generated content (UGC), that are predominantly developed for English, are working with a mere third of the total data available.

The huge part of UGC that is not in English is currently being neglected mostly due to the relatively ephemeral character of UGC in general. Such content remains usually untranslated unless the users themselves so choose, because i) it expresses opinions, and most users are much more likely to express or look for other opinions in the same language as their own rather than translated from a different one; ii) it is generated and updated at an extremely fast pace and has a very short lifespan, which rules out in practice the possibility of translation by human subjects and iii) is also produced in immense quantities, which, together with the previous point, ends up rendering translation by human subjects effectively impossible (both in terms of time and cost). All this leads to an enormous body of information being constantly generated which is also being constantly lost behind language barriers: the consolidation of Web 2.0 has caused an unprecedented increase in the amount of data and each individual user is currently being deprived of most of it (Carrera et al., 2009).

These language barriers are intensified by the fact that a huge number of people don’t use just one language, but multiple languages simultaneously, in the form of code-mixing. Even if we were able to create a system capable of processing information in every language, or perhaps a system capable of translating text from any given language to another, we would still not be able to break down the language barrier completely, due to the phenomenon of code-mixing. This is where code-mixed translation comes into play.

While translation of code-mixed text has been a requirement for some time, there is a noticeable lack of resources for this task. To tackle this problem, we have created a set of 6096 English-Hindi code-mixed and monolingual English gold standard parallel sentences as an initial attempt to promote generation of data resources for this domain.

However, most MT systems require a significant number of “parallel” sentences to perform well. While we wait for large parallel corpora for code-mixed text to be developed, we could make do by equipping the existing state-of-the-art MT systems to handle code-mixed content. This necessity has motivated us to develop an augmentation pipeline to support code-mixing on existing MT systems.

To summarize, the main contributions of this work are as follows:
• We are releasing \(^\text{1}\) a gold standard parallel corpus consisting of 6096 English-Hindi code-mixed and monolingual English that we created.

• We have developed an augmentation pipeline for existing machine translation systems that can boost their translation performance on code-mixed content.

• We carry out experiments involving various machine translation systems like Moses, Google NMTS and Bing Translator to compare their translation performance on code-mixed text, and demonstrate how our augmentation pipeline improves their translation results.

The rest of our paper is divided into the following sections: We begin with a study of research conducted in this domain in Section 2. We discuss the process of creation of the corpus and its features in Section 3. In Section 4, we introduce our augmentation pipeline for machine translation systems and describe the approach in detail. Then in Section 5, we perform experiments with existing machine translation systems, and describe the impact of our augmentation pipeline on their translation accuracy for code-mixed data, proceeded by a discussion of our results.

2 Related Work

In recent times, there has been a lot of interest from the Computational Linguistics community to support code-mixing in language systems and models.

Due to a massive growth of social media content, the usage of noisy non-standard tokens online has also increased. Hence, text normalization systems have become necessary that can convert these non-standard tokens to their standard form. Language identification at the word level was attempted by (Nguyen and Doğruöz, 2013) on Turkish-Dutch posts collected from an online chat forum. They performed comparisons between different approaches such as using a dictionary and statistical models. They were able to develop a system which had an accuracy of 97.6%, and concluded that language models prove to be better than a dictionary based approach. (Barman et al., 2014) explored the same task on social media text in code-mixed Bengali-Hindi-English languages. They annotated a corpus with over 180,000 tokens, and used statistical models with monolingual dictionaries to achieve an accuracy of 95.76%.

Vyas et al. (2014) deal with POS tagging of English-Hindi code-mixed data that they extracted from Twitter and Facebook. Social media is a good source for obtaining code-mixed data as it is the preferred choice of the urban youth as informal platforms for communication. Bali et al. (2014) have done a study of English-Hindi code-mixing on Facebook, and their investigation demonstrates the extent of code-mixing in the digital world, and the need for systems that can automatically process this data. Sharma et al. (2016) have addressed shallow parsing of English-Hindi code-mixed data obtained from online social media. They were the first to attempt shallow parsing of code-mixed data, to the best of our knowledge.

Language identification in code-mixed data is an important step because it might determine how to further process the data in tasks like POS tagging, for example. Chittaranjan et al. (2014) explore a CRF based system for word level identification of languages.

Apart from this, Raghavi et al. (2015) have explored the problem of classification of code-mixed questions. By translating words to English before extracting features, they were able to achieve a greater accuracy in classification. WebShodh, developed by Chandu et al. (2017), is an online web based question answering system that is based on this work.

Gupta et al. (2016) created a dataset of code-mixed English-Hindi sentences along with the associated language and normalization. This was the first attempt to create such a linguistic resource for the language pair. They also presented an empirical study detailing the construction of language identification and normalization system designed for the language pair.

Code-mixed translation has been attempted previously by Sinha and Thakur (2005) from a linguistics perspective. However, we primarily draw our inspiration from the skeleton model presented by Rijhwani et al. (2016). Though they present the broad idea similar to ours, we find that many of the assumptions

\(^{1}\text{https://github.com/mrinaldhar/en-hi-codemixed-corpus}\)
made were very simplistic and no evaluation or results were provided and no systems were released. We provide a deeper look into the code-mixed translation process and demonstrate the impact along with benchmark dataset.

3 Corpus creation

3.1 Analysis

We started with the dataset created and released by Gupta et al. (2016). They collected 1446 sentences from social media, and performed language identification and word normalization on these sentences. We also obtained 771 sentences from the dataset released as part of the ICON 2017 tool contest on POS-tagging for code-mixed social media text, created by collection of Whatsapp chat messages. Additionally, we use the dataset released by Joshi et al. (2016) for the task of sentiment analysis of code-mixed content, which contains 3879 code-mixed sentences.

For our study, we removed annotations such as sentiment labels, POS tags, etc. from the obtained datasets, and only used raw sentences for the task of corpus creation. For the augmentation pipeline, we also make use of the language identifiers, wherever available in the dataset samples.

The 6096 code-mixed sentences contain a total of 63913 tokens. Of these tokens, 37673 are Hindi words and 16182 are English words. The rest of the tokens were marked as “Rest”. “Rest” would mean that these tokens could be abbreviations, named entities etc. The tokens in the data were already normalized.

It is very crucial to find the level of code-mixing in data, since if the extent of code mixing is too less, then it is as good as a monolingual corpus and would not provide us much benefit in the task of code-mixed translation. Hence, in order to find the level of code-mixing present in the data, we use the Code-Mixing Index (CMI)(Das and Gamb¨ack, 2014) defined as:

\[
CMI = \begin{cases} 
100 \times \left[1 - \frac{\max\{w_i\}}{n-u}\right] & n > u \\
0 & n = u 
\end{cases} 
\]  

(1)

where, \(w_i\) is the number of words tagged with a particular language tag, \(\max\{w_i\}\) represents the number of words of the most prominent language, \(n\) is the total number of tokens, \(u\) represents the number of language independent tokens (such as named entities, abbreviations), in our case these would be the words marked as ‘Rest’.

Summarized statistics of the data can be found in Table 1. From the table we can see that the code-mixing index is around 30.5, hence, we can safely assume that the data has a decent variety of code-mixed sentences which could be effectively used for the creation of translation systems.

3.2 Methodology for Annotation

For the task of translation, we selected 4 annotators who were fluent in both English and Hindi. Before starting the process of annotation, we randomly sampled 100 sentences from the corpus. We then asked one of the annotators to translate the given sentences into English. The other three annotators judged the translated sentences into two categories, Totally Correct (TC) and Requires Changes (RC). Finally, we use the Fleiss’ Kappa measure in order to calculate agreement.

Fleiss’ Kappa is a statistical measure for assessing the reliability of agreement between a fixed number of raters when assigning categorical ratings to a number of items or classifying items in order to calculate the agreement. The measure is defined as follows:

\[
P_i = \frac{1}{n(n-1)}\left[\sum_{j=1}^{k} n_{ij}^2 - (n)\right] 
\]

(2)

Let \(N\) denote the number of subjects, \(n\) denote the number of ratings per subject, and \(k\) be the number of categories into which assignments are to be made. In our case \(N=100, n=3, k=2\). Let the subjects be indexed by \(i = 1, \ldots N\), categories be indexed by \(j = 1, \ldots k\) and \(n_{ij}\) be the number of raters who assigned the \(j^{th}\) category to the \(i^{th}\) subject. Then,
here, $P_i$ denotes the extent to which raters agree to the $i^{th}$ subject,

$$P = \frac{1}{N} \sum_{i=1}^{N} P_i$$  

(3)

$$p_j = \frac{1}{Nn} \sum_{i=1}^{N} n_{ij}$$  

(4)

$$P_e = \sum_{j=1}^{k} p_j^2$$  

(5)

and finally,

$$\kappa = \frac{P - P_e}{1 - P_e}$$  

(6)

where $\kappa$ denotes the Fleiss’ Kappa score.

Using this, we found out that the $\kappa$ score for code-mixed to English translation was close to 0.88. We can consider this score to be in correspondence with almost complete agreement. We speculate that such a high agreement could arise from the fact that the annotators had the same cultural background and shared similar communities.

In Table 2 we provide a few examples of code-mixed English-Hindi translated to English with the help of our pipeline. From the examples we can clearly see that the dataset sentences consist of transliterated Hindi words. Transliterated words usually pose a problem because one needs to come up with a standard form of those words before proceeding to the task of translation. However, (Gupta et al., 2016) had already normalized the transliterated words. Hence, we were able to translate sentences without having to normalize the words.

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total no. of code-mixed sentences</td>
<td>6096</td>
</tr>
<tr>
<td>Total no. of tokens</td>
<td>63913</td>
</tr>
<tr>
<td>Total no. of Hindi tokens</td>
<td>37673</td>
</tr>
<tr>
<td>Total no. of English tokens</td>
<td>16182</td>
</tr>
<tr>
<td>Total no. of 'Rest'</td>
<td>10094</td>
</tr>
<tr>
<td>Code Mixing Index</td>
<td>30.5</td>
</tr>
</tbody>
</table>

Table 1: Corpus Statistics

Some examples from the dataset which illustrate code-mixing:

1. I was really trying *ki aajayun*
   
   **Gloss:** [I was really trying] I come
   
   **Translation:** I was really trying that I come

2. *Sorrrry, aaj subah tak pata nhi tha* that I wudnt be able to come today
   
   **Gloss:** [Sorrrry], today morning till know not did [that I wudnt be able to come today]
   
   **Translation:** Sorrrry, I didn’t know until today morning that I wudnt be able to come today.

3. *tu udhar ka permanent intezaaam karke aa !*
   
   **Gloss:** you there is [permanent] arrangement do come !
   
   **Translation:** You come after making a permanent arrangement there !

4. btw i was thinking *mai pehle ghar chale jaungi*, and *sham ko venue pe aa jaungi*
   
   **Gloss:** [btw i was thinking] i first home walk go, [and] evening [venue] on come go
   
   **Translation:** btw I was thinking that I’ll first go home and come to venue in the evening.
4 MT Augmentation Pipeline

Instead of attempting to create a new machine translation system specifically for code-mixed text, which is not feasible due to lack of abundant gold standard data, we now introduce an approach that will augment existing systems for use with code-mixed languages in the form of the pipeline described in Figure 1.

In order to improve the results of the MT system for code-mixing, we attempt to change the input code-mixed sentence to more closely resemble the kind of input these systems work best for - a monolingual sentence. As the code-mixed sentence follows the structure of the Matrix language, we translate words of the code-mixed sentence that belong to the Embedded language (Em) to the Matrix (Ma) language using a machine translation system (Em-Ma MT). The resulting sentence would be translated to the desired target language (Tgt) using another existing MT system (Ma-Tgt MT), which may or may not be the same as the Em-Ma MT system (depending on what the matrix and target languages are). For our experiments, we have fixed the target (Tgt) to be English, as we attempt to translate English-Hindi code-mixed language to English.

4.1 Identification of languages involved

As a pre-processing step, we identify the languages that are involved in creating the hybrid code-mixed language in the text. This step is crucial in determining the pipeline to follow for the rest of the translation.

Gupta et al. (2016) released their dataset with manually annotated language identifiers associated with every word of the sentences in the data. For the other datasets, we make use of the Language Identification (LID) system by Bhat et al. (2015) to identify the corresponding language for each word in a code-mixed sentence.

4.2 Determination of Matrix Language

In the Matrix Language-Frame model proposed by Myers-Scotton (1997), a code-mixed sentence is formed by a Matrix language and an Embedded language. The overall morpho-syntactic structure of the
sentence is that of the Matrix language, however, words from the Embedded language are also present in
the sentence.
In other words, the Matrix language lends its syntactical structure and the Embedded language lends its
vocabulary to the code-mixed sentence. The Matrix language is determined by employing the following
heuristics in decreasing order of preference:

1. **The number of words in one language in the sentence**
The language which has more words in the sentence is likely to be the matrix language.

2. **Determination of the syntactic structure of the text by detecting the language of the verb**
For example, if the two languages involved in code-mixing are English and Hindi, and a sentence
follows SVO structure, in that case English is likely to be the Matrix language of the sentence.

3. **Usage of function words of a particular language in the text**
The language whose function words exist in the sentence might be the matrix language, since func-
tion words are associated with syntax.

4.3 **Translation into Matrix Language**
While most translation systems are unable to translate foreign (including code-mixed) words due to
lack of training, borrowed and commonly used words are often found in parallel corpora. Commercial
systems, like Google Translate, can translate frequent short phrases as well. Errors creep in when they
have to deal with longer phrases. Keeping this in mind and to reduce the translation cost per sentence,
we selected the longest string of words belonging to the Embedded language for translation to the
Matrix language. This is to ensure the maximal meaningful translation with a single call to the Em-Ma
MT engine. This results in a code-mixed sentence that follows the syntax of the Matrix language and
also has the majority of its words in this Matrix language.

4.4 **Translation into Target Language**
Now that the code-mixed sentence has been translated in to the matrix language, it can be directly trans-
lated to the Target language using the Ma-Tgt MT engine.
The system recognizes when the target language is the same as the matrix language, and therefore
there is no need to perform a translation of parts or whole of the sentence.

<table>
<thead>
<tr>
<th>Original sentence</th>
<th>Without Augmentation</th>
<th>With Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>room mei shayad kal bhi nahi stay karungi , cancel ho sakti hai uski booking abhi ?</td>
<td>I will not stay in the room tomorrow, can I cancel her booking now?</td>
<td>I will not stay in the room tomorrow, can I cancel her booking now?</td>
</tr>
<tr>
<td>Sorry , aaj sabah tak pata nahi tha that I wudnt be able to come today</td>
<td>Sorry , aaj sabah tak pata nahi tha that I wouldn’t be able to come today</td>
<td>Sorry , Did not know until this morning that I wudnt be able to come today</td>
</tr>
<tr>
<td>I was really trying ki aajayun</td>
<td>I was really trying ki aajayun</td>
<td>I was really trying I come</td>
</tr>
<tr>
<td>par if its possible and any other guest needs a room , mera room de de kisi ko bhi toh hum aaj train ki ticket karwa lenge .</td>
<td>par if its possible and any other guest needs a room , mera room de de kisi ko bhi</td>
<td>par if its possible and any other guest needs a room , Give my room to anyone</td>
</tr>
</tbody>
</table>
| tu udhar ka permanent intezaam karke aa ! | You come here by arranging Permanent! | You come here with a perma-
tent arrangement! |

Table 2: Augmenting Google Translate with our pipeline
5 Evaluation and Results

In order to evaluate our methods of augmentation, we consider the following existing machine translation systems: Moses (Koehn et al., 2007), Google's Neural Machine Translation System (NMTS) (Wu et al., 2016), Bing Translator.

For training a translation model for Moses, we used the English-Hindi parallel corpus released by Kunchukuttan et al. (2017). This dataset consists of 1,492,827 parallel monolingual English and monolingual Hindi sentences. The Hindi sentences were in the Devanagari script, and required pre-processing for use with our code-mixed dataset, which is entirely in Roman script.

We compare the output translations of these MT systems for code-mixed data, with and without the augmentation by our system. For accuracy metrics, we chose BLEU score, Word Error Rate (WER) and Translation Error Rate (TER) as they are ideal for use with machine translation.

As can be observed from Table 3, our augmentation pipeline significantly improves the translation accuracy of existing machine translation systems. Note that among the systems themselves, Google NMTS performs much better on code-mixed English-Hindi data as compared to traditional phrase based systems like Moses and even neural systems like Bing Translator. Even though Moses does not perform as well as the other systems described here for code-mixed data, our pipeline is still able to boost its performance significantly.

<table>
<thead>
<tr>
<th></th>
<th>Without Augmentation</th>
<th>With Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>WER</td>
</tr>
<tr>
<td>Moses</td>
<td>14.9</td>
<td>10.67</td>
</tr>
<tr>
<td>Google NMTS</td>
<td>28.4</td>
<td>5.882</td>
</tr>
<tr>
<td>Bing Translator</td>
<td>18.9</td>
<td>8.940</td>
</tr>
</tbody>
</table>

Table 3: Comparison of performance with and without using our augmentation pipeline. (Note: BLEU-higher is better, (WER,TER)- lower is better.)

6 Conclusions

In this paper, we have created a set of 6096 English-Hindi code-mixed and monolingual English gold standard parallel sentences for promoting the task of machine translation of code-mixed data and generation of data resources for this domain.

We have also developed an augmentation pipeline, that can be used to augment existing machine translation systems such that translation of code-mixed data can be improved without training an MT system specifically for code-mixed text. Using the evaluation metrics selected, it is shown that there is a quantifiable improvement in the accuracy of translations with the augmentation proposed.

As part of our study, we have observed that long distance re-ordering of words is still an issue with code-mixed MT. Also, since code-mixed language does not have a standard form, it is difficult to establish a correct version of spelling for a particular word. Language identification is the most critical module for translation augmentation, because the same orthographic form can lead to valid words in multiple languages.

To take this work further, we intend to develop an end-to-end code-mixed MT system which can jointly perform the normalization, language identification, matrix language identification and two-step translation tasks. A hybrid model, partially trained on gold parallel corpus, may also be attempted.
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