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Abstract

Accurately annotated large video data is critical for the
development of reliable surveillance and automotive related
vision solutions. In this work, we propose an ef�cient and
yet accurate annotation scheme for objects in videos (pedes-
trians in this case) with minimal supervision. We annotate
objects with tight bounding boxes. We propagate the an-
notations across the frames with a self training based ap-
proach. An energy minimization scheme for the segmenta-
tion is the central component of our method. Unlike the
popular grab cut like segmentation schemes, we demand
minimal user intervention. Since our annotation is built on
an accurate segmentation, our bounding boxes are tight. We
validate the performance of our approach on multiple pub-
licly available datasets.

1. Introduction

In the recent years researchers have developed and
demonstrated robust computer vision methods based on su-
pervised machine learning techniques. They show impres-
sive results on tasks such as large scale object detection, ob-
ject recognition and image classi�cation [4, 10, 14, 18, 19],
reinstating the hope that they are nearing mainstream adap-
tation. Most of these methods �nd applications in �elds
such as image search, web based face recognition en-
gines [20] and other applications [16]. However these meth-
ods are far from mature when it comes to deploying in mis-
sion critical applications such as in surveillance, robotics,
and autonomous driving. Accuracy and reliability of the vi-
sion algorithms need further improvement.

Since the state-of-the-art computer vision schemes de-
pend on supervised learning techniques, such a de�ciency
in performance can be attributed to the following reasons.
Firstly, it is dif�cult to annotate and generate large sets of
training data covering a wide gamut of foreseeable work-
ing conditions which is necessary for supervised learning
algorithms to generalize. The second hurdle is to gener-
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Figure 1: (a), (c) Relaxed initialization generated with key
frame user annotation, (b), (d) Accurate annotations gener-
ated by our approach.

ate a large amount of validation and test datasets that can
help to �nd the model complexity and benchmark the per-
formance. For example, one needs to test a solution for
several hundreds of hours to reliably estimate the perfor-
mance in an autonomous driving to be practical. Finally,
the complex models that can be trained with the computa-
tional resources and evaluated on a wide range of hardware.
There has been many success stories of deep learning in
recent years which is known to be data intensive. A com-
mon underlying component is the generation of large scale
reference data, also known as Ground Truth (GT). We are
interested in this. In this work we restrict the scope ofGT

to a bounding box enclosing the spatial extent of articulate
objects (humans) within a video frame. They are the most
common and vulnerable subjects in the context of surveil-
lance and autonomous driving scenarios. There have been
many attempts in generating annotated data in computer vi-
sion in the past (eg. ImageNet). However, large industrial
scale annotation efforts are not often reported in literature.

In most casesGT is generated via manual annotators [11,
12, 17] who mark the object of interest in a set of im-
ages. More recently researchers have started to use video
sequences to generateGT as they provide much richer rep-
resentations of the object [2, 13]. As pointed out in [21],
manual annotation especially in videos involves a huge cog-
nition load, and is subject to inef�ciency and inaccuracies.
This is more evident while annotating humans as the limbs












