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Fig. 1. An illustration of the proposed method. The �rst two rows show objects tracks in framest and t + 1 . The bottom row depicts how 3D position
and orientation information is propagated from framet to framet + 1 . This information is used to specify search areas for each object in the subsequent
frame, and this greatly reduces the number of pairwise costs that are to be computed.

Abstract— This paper introduces geometry and novel ob-
ject shape and pose costs for multi-object tracking in road
scenes. Using images from a monocular camera alone, we
devise pairwise costs for object tracks, based on several 3D
cues such as object pose, shape, and motion. The proposed
costs are agnostic to the data association method and can be
incorporated into any optimization framework to output the
pairwise data associations. These costs are easy to implement,
can be computed in real-time, and complement each other to
account for possible errors in a tracking-by-detection frame-
work. We perform an extensive analysis of the designed costs
and empirically demonstrate consistent improvement over the
state-of-the-art under varying conditions that employ a range of
object detectors, exhibit a variety in camera and object motions,
and, more importantly, are not reliant on the choice of the
association framework. We also show that, by using the simplest
of associations frameworks (two-frame Hungarian assignment),
we surpass the state-of-the-art in multi-object-tracking on
road scenes. More qualitative and quantitative results can be
found at https://junaidcs032.github.io/Geometry_
ObjectShape_MOT/ . Code and data to reproduce our exper-
iments and results are now available athttps://github.
com/JunaidCS032/MOTBeyondPixels .

I. INTRODUCTION

Object tracking in road scenes is an important component
of urban scene understanding. With the advent and subse-
quent surge in autonomous driving technologies, accurate
multi-object trackers are desirable in several tasks such as
navigation and planning, localization, and traf�c behavior
analysis.

In this paper, we focus on designing a simple and fast, yet
accurate and robust solution to the Multi-Object Tracking

(MOT) problem in an urban road scenario. The dominant
approach to multi-object tracking is tracking-by-detection,
where the entire process is divided into two phases. The
�rst phase comprises object detection, where bounding-boxes
of objects of interests are obtained in each frame of the
video sequence. The second phase is the data association
phase, which is often the hardest step in the tracking-
by-detection paradigm. Several factors such as spurious or
missing detections, repeat detections, or occlusions and target
interactions are confounding factors in this data association
phase.

Although several approaches [1], [2], [3], [4], [5] exist for
accurate online tracking of moving vehicles from a moving
camera, most of them [6], [2] use handcrafted cost functions
that are either based on primitive features such as bounding
box position in the image and color histograms, or are highly
sophisticated and non-intuitive in design (eg. ALFD [6]). On
the other hand, we propose costs that are intuitive, easy to
compute and implement, and provide complementary cues
about the target.

We exploit the fact that road scenes have a unique ge-
ometry and use this prior information to design costs. The
proposed costs capture 3D cues arising from this scene
geometry, as well as appearance based information. Further,
we introduce a novel cost that captures similarity of 3D
shapes and poses of target hypotheses. To this end we
leverage recent work on shape-priors for object detection
and localization from monocular sequences [7], [8]. To the
best of our knowledge, such pairwise costs have not been
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