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Abstract—Polar codes have a very good error correcting 
capacity compared to turbo and LDPC codes of similar 
length. They are the first to attain the channel capacity. The 
aim of the proposed work is to design an Area and Power 
optimal 2b SC polar decoder exhibiting reduced area and 
power without degrading the latency by iterative 
decomposition technique. The targeted performances in 
decoder architecture are achieved by novel reformulation of 
F-node, G-node and P-nodes. 
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I.��INTRODUCTION 

Polar codes are the only capacity achieving codes that 
attain the Shannon limit in error correction and provide the 
first deterministic construction of capacity achieving codes 
for Binary Memoryless channels and for infinite code 
length. They can outperform LDPC and Turbo codes with 
similar code length and code rate in terms of error 
correcting performance. However, there are few concerns 
regarding polar codes such as high latency, high power 
dissipation and of course taking high area in any Integrated 
Circuit (IC) design is crucial, even when the technology 
nodes (device dimensions) are scaled down providing room 
to fabricate the higher number of transistors in same area. 
Throughput also decreases as the latency and power 
increases. 

Construction of Polar codes in [1][6] follows the 
principle of channel polarization. Reliability of the decoded 
bit is polarized according to its position in the source data. 
The transmitted data is divided into good position and bad 
position. The Polar Encoder for N = 8 is shown in the Fig.1 

Generally Polar codes have decoders that follow either 
Successive Cancellation (SC) method, which is serial in  

 
Fig. 1. Polar Encoder for N=8 

nature or Belief Propagation (BP) method which is parallel 
in nature as cited in [5]. SC decoders exhibit capacity 
achieving performance due to efficient utilization of 
property of polar encoding but have a large block size. Due 
to serial nature, SC decoders have high latency and hence 
low throughput. BP decoders, being parallel in nature solve 
the problem of latency but at the cost of hardware and 
more importantly, the error correcting performance of the 
BP decoder is also not as good as SC based decoders. 
Therefore, in this paper, we have reported the application 
of iterative decomposition technique on SC decoders only. 

The effective functioning of any Polar design mostly 
relies on performance parameters such as error correcting 
efficiency, latency, power (dynamic and static power i.e. 
leakage) and of course the area has always been a crucial 
parameter in any designs. Latency is the time interval 
between the cause and the effect as the response of the 
system. In general, latency can occur due to delay in 
storing or processing or transmission or processing. In our 
case, the latency is due to delay in processing the input to 
obtain the output. For instance, in the 2b SC decoder 
architecture, the time interval between the input and the 
output response is 10 clock cycles. Hence, the latency 
becomes 10 clock cycles for the respective design. This can 
be generalized as 1.5n-2 clock cycles for 2b SC decoder 
architecture where n is the code length. 

Power dissipation can be grouped broadly in two 
different components; dynamic and static (i.e. leakage) 
power dissipation. Dynamic power is the consequence of 
the charging and discharging of the load capacitances 
during signal switching and from short circuit current when 
both the pull-up and pull-down transistors are 
simultaneously on. Static power i.e. leakage power occurs 
even when there is no signal transition [9]. Leakage 
currents depend in a complex manner on the device 
structure properties such as channel dimensions, doping 
profile, gate oxide thickness, etc., as they are due to 
different physical phenomena such as gate oxide 
tunnelling, subthreshold conduction and reverse bias 
junction conduction. As per International Technology 
Roadmap for Semiconductors (ITRS) for the trend of 
power dissipation with respect to technology progress, 
static power dissipation in bulk CMOS is exceeding the 
dynamic power dissipation [10, 11]. Due to the high impact 
of leakage power in total power budget, instead of 
reporting the total power only, we have estimated the 
dynamic and static (leakage) power separately.  

II.��RELATED WORK 

In [1], the construction of polar codes was explained 
and the first SC decoding algorithm was explained. SC 
decoder has likelihood ratio (LR) based architecture as 
proposed in [2]. Hence it needs to perform division and 
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