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Abstract

The ASVspoof 2017 challenge is about the detection of replayed speech from human speech. The proposed system makes use of the fact that when the speech signals are replayed, they pass through multiple channels as opposed to original recordings. This channel information is typically embedded in low signal to noise ratio regions. A speech signal processing method with high spectro-temporal resolution is required to extract robust features from such regions. The single frequency filtering (SFF) is one such technique, which we propose to use for replay attack detection. While SFF based feature representation was used at front-end, Gaussian mixture model and bi-directional long short-term memory models are investigated at the back-end as classifiers. The experimental results on ASVspoof 2017 dataset reveal that, SFF based representation is very effective in detecting replay attacks. The score level fusion of back end classifiers further improved the performance of the system which indicates that both classifiers capture complimentary information.

Index Terms: Spoofing, countermeasures, replay attack, Gaussian mixture model, bi-directional long short-term memory, single frequency filtering.

1. Introduction

Recent advances in speech technology made automatic speaker verification (ASV) as a reliable biometric solution to many applications like e-commerce and telephone banking [1, 2]. A general assumption in ASV is that the authorized user produces speech signal to the verification system for access. However, this may not be true for all cases. For example, an unauthorized user may get the access of verification system by imitating the authorized user voice. This manipulation is known as spoofing attack. The current state-of-the-art ASV systems [3, 4] are robust to the session and channel variations. However, they are vulnerable to spoofing attacks [5]. In the literature, four spoofing attack detection systems are summarised in [8]. As replay attacks are not included in ASVspoof 2015 data set, the researchers from Idiap came up with a more generalised database AVspoof⁷ [9] which contains VC, SS and replay attacks. In biometrics theory applications and systems (BTAS) 2016 [10], a special session was conducted on speaker anti spoofing challenge by providing a replay database collected from AVspoof. There are several studies reported on BTAS 2016 corpus [10, 11, 12, 13]. AVspoof corpus is collected with few recording devices in a controlled environment with varying acoustics. For practical scenario there is a need of more generalised replay corpus. In the current special session on ASV spoofing and countermeasures (ASVspoof 2017) challenge⁷, the organisers provided a new text-dependent replay corpus [14] which is more diverse in nature than AVspoof for replay attack detection.

The majority of the successful countermeasures to replay attack detection reported in the literature are based on non-conventional features like inverted mel frequency cepstral coefficients (IMFCC) [10], rectangular frequency cepstral coefficients (RFCF) [11] and constant Q cepstral coefficients (CQCC) [12, 13] coupled with Gaussian mixture model (GMM). In this study, we use recently proposed single frequency filtering coefficients (SFFCC) [15] for the task of replay attack detection. Gaussian mixture model (GMM) and bi-directional long short-term memory (BLSTM) model are used as classifiers. As these two classifiers are distinctive in nature i.e, GMM is a generative model whereas BLSTM is a discriminative model, we fuse the two classifier scores with a logistic regression to get benefit from complementary nature of these classifiers.

The organisation of the paper is as follows. In Section 2, proposed approach is described in detail which includes front-end features and back-end classifiers used. The experimental setup with detailed feature representation and classifier parameters are presented in Section 3. Results are discussed in Section 4. Finally, conclusion of study is presented in Section 5.

¹https://www.idiap.ch/dataset/avspoof ²http://www.spoofingchallenge.org
2. Proposed Approach

In this section, the components used in the proposed system specifically front-end features, back-end classifiers and fusion are detailed.

2.1. Front-end Features: Single Frequency Filter Cepstral Coefficients (SFFCC)

In this study, the features are extracted from recently proposed single frequency filtering (SFF) method which provides high spectro-temporal resolution [16]. The block diagram of SFFCC extraction is shown in Figure 1.
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Figure 1: Block diagram of SFFCC extraction.

The blocks in Figure 1 can be grouped into following three steps. They are, SFF spectrum estimation [17], sub-sampling and cepstrum computation, respectively. The steps to extract SFFCC [15] are given below.

2.1.1. SFF Spectrum

The speech signal (s[n]) is differenced in order to remove the bias introduced by recording device during recording. The differenced speech signal (x[n]) is then multiplied with a complex sinusoidal $e^{jw_kn}$. The resultant frequency shifted signal $x[k,n]$ is then passed through a single-pole filter with a transfer function of $H(z) = \frac{1}{1+rz}$. In this study, $r = 0.995$ is used. The output of the filter $y[k,n]$ is given by

$$y[k, n] = -ry[k, n - 1] + x[k, n] \quad (1)$$

The magnitude of the signal $y[k,n]$ is given by

$$v[k,n] = \sqrt{Re(y[k,n])^2 + Im(y[k,n])^2} \quad (2)$$

Here $Re, Im$ represents the real and imaginary parts respectively. The term $v[k,n]$ corresponds to the SFF envelope of the signal at a desired frequency $f_k$. The magnitude spectrum can be obtained from SFF envelope for each time instant of n.

2.1.2. Sub-sampling

The instantaneous energy (E[n]) is computed from the magnitude spectrum $v[k,n]$ by summing all the values across frequency. The equation for E[n] is given by

$$E[n] = \sum_{k=1}^{K} v[k,n] \quad (3)$$

For each 10 ms speech segment a lowest energy (low SNR) instant is selected from the instantaneous energy. The low SNR instant for the $j^{th}$ segment is given by

$$l_j = \arg \min_i E_j[i] \quad (4)$$

where $E_j[i]$ represents the instantaneous energy in $j^{th}$ segment. The resultant signal after sub-sampling is $v[k,l]$, where $l < n$. The speech signal ($x[n]$) is then multiplied with a complex bias introduced by recording device during recording. The difference extraction is shown in Figure 1.

2.1.3. Cepstrum Computation

The cepstrum is computed from the sub-sampled SFF spectrum $v[k,l]$ in the following manner.

$$c[k,l] = FFT(log(v[k,l])) \quad (5)$$

From $c[k,l]$, first few cepstral coefficients (p) are considered. Here p represents the number of static cepstral coefficients. Dynamic coefficients are computed from static coefficients.

2.2. Back-end Classifiers

2.2.1. Gaussian Mixture Model (GMM)

GMM [18] is a weighted sum of M component densities given by the equation

$$p(x/\lambda) = \sum_{i=1}^{M} w_i p_i(x) \quad (6)$$

where $x$ is D-dimensional feature vector, $w_i$, i=1,2,...,M represents mixture weights and $p_i(x)$, i=1,2,...,M, are the component densities with mean vector $\mu_i$ and covariance matrix $\Sigma_i$. Here mixture weights will satisfy the constraint that $\sum_{i=1}^{M} w_i = 1$.

The model parameters are estimated using expectation maximization (EM) algorithm [19] for each class individually with maximum likelihood (ML) criteria. In EM algorithm a new model $\lambda$ parameters are estimated from the previous parameters $\lambda$ such that $P(x/\lambda) \geq P(x/\lambda)$, this process is continued till the convergence threshold is reached.

In this study, from the training data, two GMMs for each genuine ($\lambda_{genuine}$) and spoof ($\lambda_{replay}$) are build. For the test utterance (X), the score is computed with the following equation,

$$Score(X) = llk(X|\lambda_{genuine}) - llk(X|\lambda_{replay}) \quad (7)$$

where $X = \{x_1,x_2,...,x_T\}$ is the feature vector of test utterance, T represents number of frames. Here $llk(X|\lambda)$ represents the average likelihood of X given model $\lambda$.

$$llk(X|\lambda) = \frac{1}{T} \sum_{t=1}^{T} logp(x_t/\lambda) \quad (8)$$

2.2.2. Bi-directional Long Short-Term Memory (BLSTM)

BLSTM is a recurrent neural network architecture shown in Figure 2 [20]. It can be seen from the Figure 2 that, The forward hidden state $h^f_{t}$ [21] is computed at every time step using the current input $x_t$ and past hidden state $h^f_{t-1}$. Similarly the backward hidden states $h^b_{t}$ are computed.
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Figure 2: Bi-directional Long-Short Term Memory architecture (figure adapted from [20]).
Hence the state at the end of the sequence $h_T$ is a summarization of the entire signal in the forward direction. Analogously $h_{\bar{T}}$ in the backward direction. From this utterance representation, we estimate posteriors of the classes using a softmax function. The equation of output is given as

$$y_T = \text{Softmax}(U_f h_T + U_b h_{\bar{T}} + b_u).$$

(9)

Where $U_f$, $U_b$ and $b_u$ represent output layer forward, backward weights and the bias.

As the present study is a two class problem, $y_T$ is a two-dimensional vector with $y_{\text{genuine}}$ and $y_{\text{replay}}$ as elements. $y_T = [y_{\text{genuine}}, y_{\text{replay}}]$

The score for the test utterance is computed as

$$\text{Score}(X) = y_{\text{genuine}} - y_{\text{replay}}.$$  

(10)

2.3. Score Fusion

The two classifiers used in this study are of distinctive in nature i.e., GMM is a generative model whereas BLSTM is a discriminative model. In order to get benefit from both the models, we fused our systems at score level using a logistic regression classifier whose weights are trained on training data.

3. Experimental Setup

3.1. Database

In this study, the experiments are carried out on ASVspoof 2017 dataset which is provided as a part of spoofing challenge [14]. The genuine recordings in this dataset are taken from RedDots corpus [22] and their replayed recordings are collected [23]. The dataset is divided into three non-overlapping subsets. The details of these recordings are given in Table 1.

<table>
<thead>
<tr>
<th>Subset</th>
<th># Speakers</th>
<th>Genuine</th>
<th>Spoofed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>10</td>
<td>1508</td>
<td>1508</td>
<td>3016</td>
</tr>
<tr>
<td>Development</td>
<td>8</td>
<td>760</td>
<td>950</td>
<td>1710</td>
</tr>
<tr>
<td>Test</td>
<td>24</td>
<td>1298</td>
<td>12922</td>
<td>14220</td>
</tr>
</tbody>
</table>

In this data set, more diverse spoof recordings are incorporated in development set and evaluation set than that of training set. Variety of new configurations in development and evaluation sets are considered to provide more generalized countermeasures for practical scenarios where we do not know the type of replayed configuration beforehand. Further details regarding replay configurations and sessions can be found in [24].

3.2. Parameters used for Feature Extraction

In SFF, amplitude envelopes can be computed at each frequency ($f_k$). In this study, we computed amplitude envelope at every 15.6 Hz frequencies within the range of 0 to Nyquist frequency ($f_s/2$) which results 513 envelopes. In principle, the SFFCC from the sub-sampled SFF spectrum.

Figure 2(a) shows a segment of speech signal, Figure 2 (b) shows SFF spectrogram, and Figure 2 (c) shows the instantaneous energy computed from SFF spectrum. Sub-sampling is done as explained in Section 2.1, by selecting the low SNR instant in each 10 ms segment. The low SNR instant in each segment are marked with □ in Figure 2(c) whereas vertical lines represent 10 ms instants.

3.3. Classifiers

In this study, GMM and BLSTM are used as classifiers. The parameters considered for training are as follows.

3.3.1. GMM

512 mixture GMMs are built with 10 iterations of EM algorithm for each class of genuine and replay.

3.3.2. BLSTM

In this study, we use a neural network with one bi-directional LSTM layer [25]. The number of nodes in the input layer is equal to the dimensionality of the feature vector. The output layer contains 2 nodes as there are two classes (genuine and replay). The forward and backward hidden layers contain 5 units each with tanh non-linearity. The weights of the network are randomly initialised from a Gaussian distribution with variance scaled to 0.01, and biases are initialized to zero and the forget-gate bias which is initialised to 1 [26]. While training the model, all the data from both genuine and spoof are pooled and randomized so that the model is not biased to any particular class during the initial phase of training. The model was trained using pure stochastic gradient descent with ADAM optimiser [27]. The learning rate was set to $\alpha = 0.003$ and decay rate was set to $\beta_1 = 0.9$. While testing the posterior probabilities at output nodes are differenced to get a similar type of score mentioned in Section 2.2.

4. Results and Discussion

As per the ASVspoof 2017 challenge protocol, the results are reported in terms of equal error rate (EER). The EER values are computed using BOSARIS toolkit [28]. The experimental results on development and evaluation datasets are discussed in detail in the following section.

4.1. Results on Development Data

In order to select proper dimension and feature combination for replay attack detection, we conducted several experiments by considering three different dimensions (13, 20 and 30) and several combinations of static and dynamic coefficients in each
From the results in Table 2, it can be observed that the best EER for each of 13, 20 and 30 dimensions is obtained with SD, DA and D combinations, respectively. However there is no consistency in the feature combination across dimensions. For majority of the feature combinations 30-dimensional coefficients were performed better than the 13 and 20 dimensional coefficients. This suggest us that higher order coefficients are relatively better performing than the lower order coefficients for replay attack detection. The best performing feature combination across dimensions is 30-dimensional delta coefficients. So, we consider this as our primary countermeasure for ASVspoof 2017 challenge. The second best performing in 30-dimensional combination (SDA) is considered for further experiments using BLSTM classifier and the results are reported in Table 3.

Table 3: Performance (in % of EER) for SFFCC with different classifiers on ASV Spoof 2017 Development dataset.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>GMM</th>
<th>BLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>2.35</td>
<td>3.66</td>
</tr>
<tr>
<td>20</td>
<td>4.44</td>
<td>4.10</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the results in Table 3, it can be observed that the channel variations which are useful for replay attack detection with delta coefficients are better captured by GMM, whereas for static appended with dynamic coefficients BLSTM is more suitable. This result suggests us that lower dimensional features are better modelled by GMM and higher order features by BLSTM.

4.2. Results on Evaluation Data

The same setup as mentioned in above section is used to produce results on evaluation data and the results are reported in Table 4. These results were provided by the challenge organisers. From the results, it can be observed that for SFFCC-D, the performance of GMM system is better than that of BLSTM and for SFFCC-SDA BLSTM is performing better. The same trend is also observed on development data. Surprisingly the performance of BLSTM on SFFCC-SDA is better than SFFCC-D which is not the case with development data. This ensures that BLSTM is better generalized for SFFCC-SDA features than the SFFCC-D for diverse attacks.

Table 4: Performance (in % of EER) for SFFCC with different classifiers on ASV Spoof 2017 Evaluation dataset.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>GMM</th>
<th>BLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFFCC-D</td>
<td>20.2</td>
<td>22.4</td>
</tr>
<tr>
<td>SFFCC-SDA</td>
<td>50.73</td>
<td>20.86</td>
</tr>
</tbody>
</table>

4.3. Results on Fusion of Classifier Scores

As the two classifiers used in this study are of distinctive in nature based on their training modalities, we fused these two classifier scores using a multi-class linear regression. The results are reported in the last column of Table 5. From the results, it is evident that the fused systems performance is better than their individual counterparts. This indicates that, the two classifiers are capturing the complementary information for replay attacks.

Table 5: Performance (in % of EER) for our primary submission for ASVspoof 2017 challenge with fusion of classifiers on development and evaluation sets.

<table>
<thead>
<tr>
<th></th>
<th>Dev</th>
<th>Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFFCC-D</td>
<td>12.27</td>
<td>6.30</td>
</tr>
<tr>
<td>SFFCC-SDA</td>
<td>10.22</td>
<td>4.40</td>
</tr>
</tbody>
</table>

4.4. Comparison with Baseline

The proposed system results are compared with that of ASVspoof 2017 challenge baseline which is based on CQCC-SDA. The results are reported in Table 6. For meaningful comparison, we have considered GMM classifier. From the results in Table 6, it can be observed that proposed system has performed better than the baseline system. From the results, it is evident that SFFCC features extracted at low SNR time instants capturing the channel variations effectively than the CQCC.

Table 6: Performance (in % of EER) for baseline and proposed systems using GMM classifier.

<table>
<thead>
<tr>
<th></th>
<th>Dev</th>
<th>Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>CQCC-SDA</td>
<td>10.69</td>
<td>30.17</td>
</tr>
<tr>
<td>SFFCC-D</td>
<td>2.35</td>
<td>22.4</td>
</tr>
</tbody>
</table>

5. Summary and Conclusions

This study presents IIIT-Hyderabad submission for ASVspoof 2017 challenge. In this study, single frequency filtering cepstral coefficients are used as front-end features. Both generative and discriminative models are investigated at the back-end as classifiers. From the experimental results, it is observed that higher dimensional coefficients (30) have an additional cues to detect replay attacks than lower order coefficients (13 and 20). Further analysis on 30 dimensional features revealed that lower order features (D) are better modeled by GMM whereas higher order feature (SDA) by BLSTM. The complimentary information captured by GMM and BLSTM further improved the system performance when they are fused at score level. The performance of the proposed system is compared with baseline (CQCC based system) and it has been found that the performance of the proposed system is better than the baseline in both development and evaluation data set. As the results on development set are relatively convincing than the results on evaluation set, further investigations are needed for generalization of replay attacks.
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