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Abstract—High dimensional data is often challenging to cluster due to the curse of dimensionality leading to challenges in identifying clusters. The key challenge in high dimensional clustering is to develop a solution that identifies clusters which are as complete as they can be, while not merging well-separated clusters. We propose core points which represent local compact regions. The strongly connected component from the k-nearest neighbor graph of core points provides for a group of points that are strongly mutually connected. These mutually connected regions represent the core structure of the clusters. Our empirical analysis and experimental results present the rationale behind our solution and validate the goodness of the clusters against the state of the art high dimensional clustering algorithms. The novelty of our solution is to use the concept of reverse nearest neighbors to generate natural clusters in high dimensions.

Index Terms—clustering

I. INTRODUCTION

High dimensional clustering is prevalent for datasets relevant to various applications like multimedia, sound, image, text etc. A clustering algorithm performs an unsupervised learning by which it groups points such that the intra point similarity is maximised within a cluster and intra point similarity across clusters is minimised. The onus of getting clusters is based on the similarity among points which typically is defined by the distance measure (example: Euclidean, Cosine, Manhattan) between points. Below we discuss two important challenges for high dimensional clustering which we have addressed in this paper.

1. Difficulty in parameter Estimation: It is difficult to identify an optimal parameter value in clustering as the data is unlabelled. Furthermore, the presence of multiple parameters in the algorithm makes this problem complex. For example, setting number of clusters parameter in k-means [1] algorithm is a difficult problem for higher dimensional data.

Another issue in parameter selection is that confidence on the parameter values picked is low, when the clustering solution shows significant changes in the resultant clusters with small changes in the parameter values. For example: DBSCAN [2] has two parameters 1) the radius that defines the nearest neighborhood of a point 2) the number of points k that is expected to lie in the neighborhood of radius. Small changes in either parameter often yield in drastically different clustering solutions. Hence, stable clustering characteristics are important for an efficient parameter selection. For example: a parameter based stability criterion is used to determine clustering in RECORD [3]. However, the naive criterion of RECORD often results in generation of trivial clustering solutions for complex datasets. OPTICS [4] generates a reachability plot for the dataset. The reachability plot shows the nature of clustering obtained at different parameter values. Similarly, for complex datasets, reachability plot is often difficult to interpret as demonstrated in [5].

2. Curse of Dimensionality: The curse of dimensionality refers to two major issues- data sparseness and distance concentration. Data sparseness arises due to an increase in the containing volume (envelope) of all points with an increase in dimensions. Thus, more amount of data is required to derive statistically sound estimates, i.e., the shape, the size and the distribution of clusters.

Distance concentration refers to the phenomenon of diminishing difference between nearest and farthest neighbor of a point, as the number of dimensions increase. Thus, data sparsity along with the distance concentration makes the task of obtaining clusters difficult. Hence, any algorithm that use distance thresholds to determine clusters will fail because distance not only varies a lot, but is also a difficult parameter to set.

Certain class of clustering algorithms like subspace [6] and randomized projection clustering techniques [7] deal with the curse of dimensionality by identifying a relevant subset of dimensions. Such clustering algorithms localize the search for relevant subset of dimensions, where clusters could exist in multiple possibly overlapping subspaces. Our algorithm works on the complete space of dimension and thus is different from the above mentioned approaches.

In this paper, we present a solution for high dimensional clustering that uses the concept of reverse nearest neighbors and strongly connected components. The clustering algorithm is called strongly connected component clustering algorithm (SCCC). The SCCC has smooth clustering characteristics with respect to a change in the parameter values which means the clustering do not change drastically with little change in parameter value. We further discuss the reasons and empirical analysis of stability of the clustering solution. We also provide a preliminary parameter estimation technique for the SCCC algorithm, which can be efficiently fine tuned using greedy search method proposed in this paper.
In this work we:

1) formulate strongly connected component clustering algorithm (SCCC) which utilises the $k$-reverse nearest neighbors to detect outliers and clusters.

2) demonstrate how and why the SCCC algorithm is not sensitive to small changes in parameter values.

3) demonstrate the technique for parameter estimation.

4) perform extensive experimental evaluation comparing the SCCC algorithm with other state of art algorithms on datasets varying in size and dimensionality.

In Section I-A, we discuss the related work and motivate the need for this type of algorithm. Section I-B provides a background on reverse nearest neighbors. Section II presents the definitions and the algorithm. We present insights into the nature of seed points, core points, the strongly connected component structure (SCC) and parameter estimation details backed by empirical evidence in Section III. Section IV presents results of experiments conducted on real and synthetic datasets which validate the efficiency of the results. We conclude our work in Section V.

A. Related Work

Various approaches have been proposed for tackling the issue of high dimensional clustering. SNN [8] uses shared nearest neighbors to determine the distance between points instead of vanilla distance measure like euclidean or cosine. Houle [9] outlines that the shared nearest neighbors are more effective in reducing dimensionality curse. However, SNN requires three parameters which is difficult to tune. Density Peaks [10] approach is based on the idea that cluster centers are characterized by a higher density than their neighbors and by a relatively large distance from points with higher densities. However, its performance is usually affected by the cutoff distance, the density peaks, the selection of cluster centers and the allocation strategy of data points. HDBSCAN [11] extends DBSCAN [2] by extracting cluster hierarchy from the dataset with respect to a parameter $\text{minpts}$. Thus, different values of $\epsilon$ were used for generating different clusters. Further, the notion of stability of clusters is used to obtain a flat clustering from the hierarchy. Setting of $\text{minpts}$ parameter is a challenge in this algorithm.

Mean Shift [12] algorithm is a parameter free algorithm. It is a kernel density based algorithm which works by finding peaks of kernel density. However, the performance of kernel density estimators decrease with increase in dimension and becomes increasingly inefficient to run. RECORD [3] uses the number of clusters to measure the stability of the clustering solution. This naive assumption often results in trivial solutions.

The concept of reverse nearest neighbors has been used in clustering. This concept is recently studied by Radovanovic et. al [13]. Radonovic et. al [14] identified influential points using reverse nearest neighbor, also called as hubs. Hubs have more $k$-reverse nearest neighbors than a predefined threshold $1$. This is the first work that elaborates on the importance of hubs as useful candidates in clustering, classification, and semi-supervised learning. Radovanovic et. al [13] further studied the properties of the hub points and used them to initialize cluster centroid. These observations were used in proposing GKH [13], GHPC [13] and Global Hubness-Proportional K-Means (GHPKM) [13] clustering algorithms, as a variation of the K-means [15] algorithm using hubs as cluster prototypes or guiding points. As these algorithms are variations of K-Means [1], they require number of clusters as a parameter which is difficult to obtain beforehand. The resulting algorithm was found to be more robust to noise and providing better clustering solution over K-means++ [16].

In conclusion, it can be seen that the current literature provides solution either to the problem of high dimensional clustering or to that of the challenges in parameter estimation but not both. There is much need however for solving both of these problems simultaneously.

B. Background

In real life high dimensional data, there are always subsets of points which are mutually closer, hence increasing the possibility of introducing gaps between the group of points. Our aim is to identify local relatively compact regions which together form a single cluster inspite of sparse regions bridging them to form one cluster. These local compact regions can be considered to be the representative regions. It is challenge merging these compact regions because it requires parameters which can control the merging of compact disconnected sub-regions of a cluster while restricting the merging of different clusters. Further, the points that lie in the sparse regions between dense sub-regions within the clusters should be merged with the appropriate cluster while making sure that outliers and noise points are not included in the cluster. Achieving all of this within reasonable computation time in high dimensions is an added challenge while keeping the number of parameters low and ensuring that the clustering solution does not change with small changes in parameter values.

**k-Reverse Nearest Neighbors:** The concept of reverse nearest neighbors has been used in literature to identify the influence set in a database for querying [17]. The reverse neighbors has been used in data mining for various tasks including clustering [3], [13], classification [14], [18]–[20] and outlier detection [21] tasks. [22]–[24] use the concept of $kRNN$'s to identify the relatively dense regions within a cluster.

The number of reverse nearest neighbors of a point can vary from 0 to $n-1$ where $n$ is the number of points in the dataset. The higher the number of reverse nearest neighbors of a point $A$, more is the number of points that consider the point $A$ to be among their $k$-nearest neighbors.

The reverse nearest neighbors of a point have two interesting and subtle properties.

The number of $kRNN$'s provide us with a rough understanding of the local density within the neighborhood of a point. The points having low $kRNN$ count can be associated with low density [13]. However, it can not be
said with confidence that points of high kRNN count are points of higher density. This phenomenon can be observed from the Figure 1. Often with development in well studied areas, such as clustering [25], the solutions provided become more difficult to understand with dependencies on multiple parameters/conditions. The strength of our solution lies in its ability to identify local regions of relatively high density compared to its adjacent surroundings. Such a local definition helps identify relative dense subregions well spread throughout the clusters.

Definition 3: We define a core point to be a point, \( x_j \in S(X) \) and \( |kRNN(x_j) \cap S(X)| \geq \tau \). The set of all core points in \( X \) is defined as \( core(X) \).

\( \tau \) is a thresholding parameter and the seed points having greater or equal to \( \tau \) nearest neighbors is termed as core points.

In our work, we use number of reverse nearest neighbors \( (|kRNN|) \) to determine our seed points to find regions of relatively high density. However, for determining core points, we add an additional filtering to remove outlier and noise points. The initial seed points determined by points with a high kRNN neighborhood form a compact region of influence. However, two seed points that are outliers could result in the merging of two clusters. To avoid such a phenomenon, we give importance to the overlapping region of influence of two seed points. For the compact regions of two seeds to overlap, the kRNN of a seed can be expected to contain a seed. The higher the number of seeds present in the KNN neighborhood of a seed, the more is the assurance of a strong mutual connectivity. For this purpose, we introduce a parameter \( \tau \). \( \tau \) defines the number of seed points that need to be present in the neighborhood of a seed point \( P \) for the \( P \) to be called a core point. In this paper, we use \( \tau = 2 \). Our empirical analysis shows that most of the core points lie within a cluster. Our simple idea of using a threshold for seed point to qualify as core points has substantial improvement in results due to the removal of seed points that lie in the space between disparate clusters and those that lie in the outlier region.

Definition 4: CoreGraph(X) is a directed graph wherein the set \( core(X) \) forms the vertices of the graph. A directed edge \((u,v)\) exists from core point \( u \) to another core point \( v \), if \( v \) belongs to the set \( kNN(u) \). Graph \( G \) is said to be strongly connected, if every vertex in \( G \) is reachable from every other vertex in \( G \).

Definition 5: SCC(X) is the set of strongly connected components obtained on running the strongly connected components algorithm [27] on CoreGraph(X).

Including directed edges between two core points where one is the kNN of the other, gives us an initial understanding of connectivity between core points. However, it is the strongly connected component of the graph that can best capture mutual connectedness of the points. A strongly connected component (SCC) [27] of a directed graph partitions the graph into directed subgraphs within which each node is mutually reachable.
from other nodes. If a connection has been established from a point \( A \) to another point \( B \) through intermediate \( K.N.N \) connected nodes, the fact that there also exists a connectivity from \( B \) to \( A \), reinforces the compactness of the connectivity among points. Strongly connected component of a graph provides for this reinforced mechanism of connectivity. The higher the value of \( k \), the more is the compactness of the group.

The points that do not belong to any of the \( SCC \)’s computed might still lie close enough to a cluster. Further processing is done on the points that are not members of any of the computed \( SCC \) in order to include possible cluster points. The following steps are adhered to in order to identify such cluster points and determine outliers.

1) The points having at least \( \max\{1, k/d\} \) core point in its \( k.N.N \) is merged with the nearest cluster.
2) The points which have less than \( \max\{1, k/d\} \) core points in its neighborhood are treated as an outlier.

The fraction, \( k/d \) is used to factor in the sparsity of data points that arise in the case of high dimensionality. Thus, this fraction is a good indicator of identifying whether a neighborhood is sparse or not. However, for \( d > k \), this fraction will be less than 1 resulting in no outlier. Hence, we set the threshold to \( \max\{1, k/d\} \), so that if a point does not have any core point in its neighborhood, it gets eliminated and is labelled as an outlier.

Algorithm 1: GenerateCore

<table>
<thead>
<tr>
<th>Input</th>
<th>( X, k, \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>( core(X) )</td>
</tr>
</tbody>
</table>

1. \( S(X) \leftarrow \phi \)
2. \( core(X) \leftarrow \phi \)
3. \( CoreGraph(X) \leftarrow \phi \)

/* Calculate seed points by finding reverse nearest neighbor as per Definition 2. */
4. \( S(X) = FindSeed(X, k) \)

/* Identify core points from the seed points. */
5. foreach \( (x_i \in S(X)) \) do
6.  if \( (|k.N.N(x_i) \cap S(X)| \geq \tau) \) then
7.    \( core(X) := core(X) \cup x_i \)
8. end
9 end

Algorithm 2: SCCC

<table>
<thead>
<tr>
<th>Input</th>
<th>( X, k, \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>( C(X) = C_1(X) \cup C_2(X) \cup \ldots \cup C_m(X), )</td>
</tr>
</tbody>
</table>

1. \( C_{outlier} \leftarrow \phi \)
2. \( core(X) := \text{GENERATECORE}(X, k, \tau) \)
3. foreach \( (x_i \in core(X)) \) do
4.  foreach \( (x_j \in core(X) \text{ AND } x_i \neq x_j) \) do
5.    if \( ((x_j \in k.N.N(x_i))) \) then
6.      \( CoreGraph(X) := CoreGraph(X) \cup (x_i \rightarrow x_j) \)
7. end
8 end
9 end

/* Identify strongly connected components of CoreGraph */
10. \( C(X) := SCC(CoreGraph(X)) \)
11. foreach \( (x_i \in (X - core(X))) \) do
12.  if \( ((|k.N.N(x_i) \cap core(X)| \geq \max\{1, k/d\}) \) then
13.    /* Merge the point to SCC belonging to nearest core point */
14.    \( C_{x_i}(X) := \text{getNearestPartition}(C(X), x_i) \)
15. else
16.    | \( C_{outlier}(X) := C_{outlier}(X) \cup x_i \)
17. end
18 end

end

Algorithm 1 computes the set of all core points. Algorithm 2 uses the core points generated to compute the final set of clusters. Algorithm 2 first generates core points using \( \text{GenerateCore} \) in line 2. In line 3-9 of Algorithm 2, all the core points are connected to generate \( CoreGraph(X) \). In line 10, the \( SCC \) of the Core Graph is obtained. From lines 11-19, noncore points and outliers are identified. Non core points are merged to the cluster containing nearest core point. The worst case time complexity of our algorithm is \( O(n^2) \) and is dominated by run time of finding \( k\)-nearest neighbors. The memory requirement is \( O(k.n) \), where \( k \) is the neighborhood parameter.

III. Empirical Analysis

In this section, we provide insights and empirical analysis of the set of seed points, core points, the \( SCC \) built and the other characteristics of the algorithm.

A. Seed Points

For empirical evaluation, we have created a synthetic dataset as a mixture of Gaussians with 10000 datapoints and 50 dimensions. We calculate the distance of the farthest \( k.R.N.N \) of all seed points and non seed points. We calculate for each seed point, the mean of the distances from the seed to each of its \( k.R.N.N \)'s. The average of such distances for all seeds are then calculated for changing values of the parameter \( k \). We repeat this experiment on the set of non seed points as well. The experimental results on the dataset is presented in Figure
2a. We provide results for varying values of $k$ until the value of $k$ exceeds the value used in the other experiments. Note that the mean of the all $kRNN$ of non seeds is far larger that of the seed points emphasizing that the seed points are regions of relatively higher density. The seed points were seen to form around 40-50% of the dataset.

**B. Core Points**

Figure 2b show the similar experiments as in Figure 2a, where we compare the mean of $kRNN$ count of core points against the mean of $kRNN$ count of the seed points which are not core points. The means are calculated as in Figure 2a. It can be observed that mean of core point is lower than mean of non core seed points and there is a decrease in standard deviation also. It is evident from the experiment that the core points have regions of higher density concentration than non core seed points. The discarded set of points (seed not core) tend to merge clusters as the mean of their $kRNN$ count is low.

Figure 2c shows the relation between number of core points and threshold $\tau$. We change the number of seed points required to be present in the $kNN$ neighborhood of a seed for it to qualify as a core point. We use the term ‘seed threshold $\tau$’ to denote the number of seeds required to be present in the $kNN$ of seed for it to qualify as a core point. From Figure 2c, it can be observed that the number of core points is inversely proportional to $\tau$. It was observed experimentally that setting $\tau = 2$ removed most of the confusing seed points while still retaining most of the informative seed points as part of cluster.

**C. Strongly Connected Component (SCC)**

We compared clustering of SCC (core points) with clustering obtained after merging other points with SCC. It was observed that as expected core points were better clustered as compared to other points. It was observed that the ARI of the core points after SCC is built is 0.9 for the synthetic dataset. After the final merging of the core points with other points, the ARI reduced to 0.7845. Similarly, the average cluster entropy (ACE) was initially 0 for the SCC points which increase to 0.422 after the non core points were merged.

**D. Parameter Estimation**

Figure 3 shows the plot of Jaccard similarity of consecutive core points with change in the parameter $k$ for the synthetic dataset described earlier and segmentation dataset. Segmentation is a real life dataset with dimension 23 and 2100 data points and was obtained from UCI Machine Learning Repository [28].

Initially the variation in the set of core points is large with an incremental increase in $k$. However, the set of core points does not vary substantially beyond a certain $k$. This can be observed for both real and synthetic datasets. It is obvious that a change in the set of core points will directly reflect on the clustering solution where a significant shift in core points will show a significant change in the solution and a small change will only a reflect a minor difference in the solution. Thus, changes in clustering solution is smooth with respect to parameter $k$.

We set the initial value of the parameter $k$ to the value of where the curve stabilises initially. Further, greedy search approach can be used to change the parameters using a binary search. By greedy search, we mean the user can take huge strides for parameter estimation. The user has a handle on what to expect as he increases or decreases the value of $k$ as small changes need not be a worry. The parameter $k$ can be iteratively doubled, if the user is interested in merging existing clusters. Similarly, the parameters can be iteratively halved, if the user is interested in separating existing clusters.

For the synthetic dataset, we obtained $k = 21$ which yielded 3 clusters according to our expectation. Hence, $k = 13$ was used. Further, when we used above technique for segmentation dataset, the value of initial $k$ obtained was 53 and number of clusters obtained was 3. To have more separation between the clusters, we halved the parameter $k$ and obtained 4 clusters at $k = 26$. Similarly, we further halved the parameter and obtained 6 clusters. Further, halving produced undesirably large number of clusters and hence, we settled at $k = 13$.

Thresholding parameter $\tau$ causes small changes in clustering. Based on experiments conducted, we set $\tau = 2$ for all of the datasets.
A. Dataset

We have selected various real life and standard datasets of varying dimensions and sizes to demonstrate the efficiency of our approach. We pick datasets from varied domains like image, text and genes and provide results against algorithms that are most challenging to our work. We have divided the dataset into two groups 1) Low and Moderate dimension : The datasets having 0 to 50 dimensions. This includes iris [28], glass [28], seed [28] and loan https://www.lendingclub.com/info/download-data.action. Further, it includes cellCycle384 and cellcycle 237 [29].

B. Qualitative Evaluation

IV. EXPERIMENTS AND RESULTS

We have used two different metrics to measure clustering quality- Adjusted Rand Index (ARI) [36] and Average Cluster Entropy [37]. We have compared our results with HDBSCAN [11], GHPKM [13] and RECORD algorithm. HDBSCAN is able to identify variable density clusters and is an extension of popular DBSCAN [2] algorithm. Further, it has been shown that it performs well in higher dimensions. Hence, it was chosen to compare our approach with density based algorithms. We have used R implementation of HDBSCAN available at 3. The parameter minpts was varied from 0 to 50 and the best clustering was chosen. Our implementation with datasets is available at this link 4. GHPKM is a reverse nearest neighbor based partitional algorithm, which uses hubs [14]. We have used the Hubminer tool 5. We set the number of clusters equal to number of unique cluster labels in gold. The neighborhood parameter was varied from 2 to 30 and the best solution was chosen for comparison.

Table I shows the comparison of the performance of the algorithms: GHPKM, RECORD and HDBSCAN on the real life datasets. It can be observed that SCCC performs better than GHPKM on all the datasets. The reason can be attributed

2http://mlg.ucd.ie/datasets/bbc.html

3goo.gl/znv7h
4goo.gl/Uns5mh
5https://github.com/datapoet/hubminer
to partitional nature of GHPKM algorithm, which does not allow the identification of various shapes and sizes of clusters. HDBSCAN performs marginally better on antivirus, wdbc and loan dataset. It can be noticed that our results are significantly better than HDBSCAN for high dimensional datasets. For example: MNIST01 and digits have a difference of almost 0.3 in the ARI and 0.6 in average cluster entropy. Further, it can be observed that SCCC performs better than RECORD in all datasets except glass, where the results of RECORD is marginally better.

C. Sensitivity to Parameters

We have generated several synthetic dataset of size 10000, with dimensions 10, 30, 50 and 100 as a mixture of Gaussian. The number of Gaussian was set to 3 and their deviation was chosen from \{0-10\}. We have further added 20 \% uniform noise to this dataset from the space [-200,200]. These datasets are named D30N20, D10N20, D100N20 and D50N20 where suffix of D represents the dimension and suffix of N represents percentage of noise added.

Table II compares the variation in the clustering performance with a change in \(k\). It can be observed from the Table II, that there is not a significant difference in clustering for various parameters. The experiment was repeated for real life datasets where the initial value of the parameter \(k\) was set to the optimal. The results of the clustering solution when \(k\) is varied by 20\% above and below the optimal value. Minimum variation in clustering was obtained for MNIST01 and digits have a difference of almost 0.3 in the ARI and 0.6 in average cluster entropy. Further, it can be observed that SCCC performs better than RECORD in all datasets except glass, where the results of RECORD is marginally better.

<table>
<thead>
<tr>
<th>TABLE I: Comparison of accuracy of different clustering algorithms using Adjusted Rand Index (ARI) and Average Cluster Entropy (ACE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>dataset</td>
</tr>
<tr>
<td>iris</td>
</tr>
<tr>
<td>glass</td>
</tr>
<tr>
<td>seed</td>
</tr>
<tr>
<td>loan</td>
</tr>
<tr>
<td>segmentation</td>
</tr>
<tr>
<td>wine</td>
</tr>
<tr>
<td>cellCycle237</td>
</tr>
<tr>
<td>cellCycle384</td>
</tr>
<tr>
<td>wdbc</td>
</tr>
<tr>
<td>soybean</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II: Sensitivity to parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>k</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>20</td>
</tr>
</tbody>
</table>

*m \Rightarrow minpts*
V. CONCLUSION

High dimensional data clustering is a challenging problem due to curse of dimensionality and difficulty in parameter estimation. Our solution identifies core points as locally compact regions defined by a constraint on the number of reverse nearest neighbors. The core points act as representative points of the clusters. The strongly connected component of a directed kNN graph ensures that the cluster represented has points which are mutually connected (or similar). Thus, the strongly connected component form basic clusters, and other points are incorporated based on nearest neighbors of basic cluster points. Our empirical analysis shows the rationale for using reverse nearest neighbors for defining core points, and strongly connected components to determine basic clusters. The experimental results show that our clustering solution performs as good as and many times better than state of the art algorithms. As part of future work, we will study the importance of core points from the context of classification problem to analyse the notion of a class.
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