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Abstract. Sports analytics have become a topic of interest in the field of
Artificial intelligence. With the availability of huge volumes of high level
data, significant progress has been made in the domain of action recog-
nition in the past. Though video based action recognition has progressed
well using state of the art deep learning techniques, its applications are
limited to some higher level actions like throwing, jumping, running etc.
There has been some work in fine-grained action recognition technique,
such as, identification of type of throws in Basketball, and the type of a
player’s shots in Tennis. However with larger play field and with many
players on field, multi player sports such as Soccer, Rugby, Hockey and
etc. pose bigger challenges and remain unexplored. These games in gen-
eral are live fed through field view cameras or skycams which aren’t
stationary. For these reasons, we chose to recognize player’s actions in
the game of Soccer and thereby, explore the capabilities of existing ar-
chitectures and deep neural networks for these kind of games. Our main
contributions are the proposed framework that can automatically recog-
nize actions of players in live football game which will be helpful for text
query based video search, for extracting stats in a football game and to
generate textual commentary and the Soccer-8k dataset which consists
of different action clips in the soccer play.

1 Introduction

The problem of Action Recognition requires a system to identify the subject’s
action from a series of observations on the subject’s movements. Action Recog-
nition can be further classified into Sensor-based [1] and Vision-based [2] Action
Recognition problems.

Vision-based Action Recognition problems are the most researched problems,
with major share taken by Sports Analytics [1, 3–5]. With volumes of rich data
available, many video based action recognition techniques are on the rise, but
to the best of our knowledge there is no vision based application that deliv-
ers some stats related to the sport being played in real time. This might be
due to lack of availability of event or player centric datasets for fine grained
action recognition in multi player sports. This might be the reason why sensor



based activity recognition predominantly dominates the area of sport analyt-
ics. In multi player sports these sensors are used to track people and objects
involved so as to extract player specific statistics (heat-maps, traits) and team
level statistics(coordination, formations).

We took a step forward to recognize fine grained actions in soccer. Under-
standing and recognizing complex events in a soccer match like passing, shooting,
heading from videos is a challenging task. This is because of the coverage from
different angles by multiple cameras and the existence of multiple players in the
region of interest. In this paper, we introduce a framework exploiting the recent
developments in the deep learning models for action recognition.

The attempts of earlier works in these directions to classify the player action
in futsal matches aren’t player centric or event centric [3]. However, such frame-
works need in depth labeling of the actions at each player in every frame. Due
to lack of such big datasets and the huge manual work for creating the required
labels made the the application of the well defined neural network architectures
limited in sports.

Many models for fine-grained action recognition in sports have been pro-
posed. These fine-gained action recognition models have been based on Two
stream convolutional neural networks [6], Optical flow analysis and spatio-temporal
analysis based on 3D CNN [2] and RNN’s [7]. In this paper, we are particularly
interested in the recognizing different actions like passing, shooting, heading,
dribbling etc in the game of soccer, based on spatio-temporal analysis. This re-
quires a special dataset that is soccer specific. With lack of such a standard
dataset, we created the Soccer-8k dataset. The samples in the Soccer-8k dataset
are RGB, monocular video clips generated from Soccer matches, with dynamic
background and contains occlusions. These videos include different moving back-
grounds with multiple persons involvedd in the scene of interest making the
probability of finding the common features for the same labeled videos very less
and potentially covering all the features.

We propose a novel framework for event based action recognition in soccer.
The framework takes the video as input and outputs the same video with each
individual action tagged and bounded within a box, as represented in Fig. 1.
The framework consists of primarily two modules, Event Detector and Action
Classifier. The Event Detector module identifies the desired events and generates
a video clip containing the actions surrounding the event. This clip is inputted
to Action Classifier module. We introduce GAWAC (GAussian Weighted event
based Action Classifier) architecture, an integral part of Action Classifier mod-
ule, which classifies the input clip. Other subsequent modules portrays each clas-
sified clip onto the original video by tagging the action and confining it within
a bounded box in the input. The framework, and the Soccer-8k dataset are the
main contributions of this paper.

The rest of the paper is organized as follows. Section 2 refers to the related
work done and Section 3 discusses how the Soccer-8k dataset has been cre-
ated from the Event Detector module of our framework. Section 4 discusses the
architecture and implementation details of GAWAC. Section 5 deals with the



experiments done along with their results on the Soccer-8k dataset respectively.
Section 6 discusses the results. Section 7 concludes the paper along with details
about the future work.

Fig. 1: Block diagram of the framework

2 Related Work

State of the art techniques developed in sport analytics so far are limited to
few specific settings. The reason for this is, the problem of Action Recognition
incorporates a broad range of scenarios or settings and many other subproblems,
each of which can have significant affect. For example, in the case of video
based action recognition, an action captured through a dynamic camera needs
to be handled differently from the one captured through static cameras. And
within the same video itself, monocular view and multi-view may need different
processing. With such influential factors and lack of proper standard datasets,
the progress made so far is comparatively less.

Many of the previous works using deep learning models in the action recog-
nition deals with the interaction of multiple objects with each other in the scene
of interest in different sports. These interactions are used for tracking the ball,
finding the possession, person tracking etc. [8–11]. In addition to all of the above
models, many have explored the two stream deep learning frameworks for action
recognition which deals with temporal and optical flow [6,7, 12–17]. Along with
these deep learning models, some of the existing methods have been exploring
the hand-made features like HOG, HOF, MBH extracted from trajectory-based
representations computed using optical flow [18–21].

Deep learning models based on 3D CNN and RNN’s have shown promising
results on fine grained video based action recognition. The reason being 3D
CNN and CNN plus LSTM based architectures have capability to extract spatio-
temporal information present in the video dataset. [4] have presented a 3 layered
LSTM model for fine grained action recognition in the game of Tennis, trained
on their custom made dataset, THETIS [22]. First, the authors have extracted
the features through the Inception model [23] which were then used to train the



model. [5] provided three LSTM based frameworks for scoring athletic events,
within each of which, clip level features are aggregated for video level description
differently providing different expressions on quality of the action, that helped
in scoring the actions. [3] presents a hierarchical model of CNN and LSTMs for
team activity recognition in Soccer. The authors have used 3 classes, Shoot, Pass
and Dribble in their work. Pass and Shoot differ based on whether the ball has
reached the goal post or not, but not in terms of actions [24]. Following [24], we
instead use six fine grained actions as our classes.

3 Soccer-8k Dataset

With no standard Soccer datasets available, for action recognition in soccer, we
started with the creation of a separate dataset. With the help of Event Detector
module of our framework (Fig. 1), we extracted one second video clips from
input videos and created the Soccer-8k dataset. We took full match Laliga and
few Champions League full HD videos available on YouTube for the creation of
our soccer action recognition dataset. We extract event information in the video
in order to localize the area we present to the classifier. Event is said to happen
when a ball is released or gathered in open play. Fig. 2 shows examples of correct
event detections. Identification and tracking of both the ball and player in an
input video are two sub tasks involved in solving the problem of event detection.
Given we have only 2D information, occlusion and the mix up of ball with the
players along with blur in video can lead to wrong event identification. Fig. 3
shows examples of incorrect event detections, which are discarded.

It is required of us to first identify the region of video which relates to player’s
action i.e. who is in contact with the ball and then labeling each of those before
passing them as an input to the model. Since it is not easy to manually identify
the clips relating a player’s action with the ball, we automated the process us-
ing ball tracking and player tracking in soccer. However, changes in the camera
angles, occlusion of the ball, camera motion and the mix up of ball with the
players posed serious challenges.

Handling all those issues, we built the Event Detector module on top of
these steps to generate clips that contain only the players’ actions with the ball.
Eight thousand of such generated clips from special input videos are saved which
formed the Soccer-8k dataset.

1. We begin with identifying the relevance and usefulness of each frame. Gen-
erally broadcasters broadcast clips that contain closeup view of players or
replays of a particular incident from different views for better user experi-
ence. Such frames are deemed irrelevant and discarded. Based on predefined
norms such as the number of players in the frame, their sizes and play area
shown, the frame is analyzed on the visual information contained. Depending
on relevance of the frame, ball tracking or ball identification is performed.

2. We define a frame as Pivot frame if the ball is in contact with a player in the
current frame, but not in the preceding or succeeding frames. A Pivot Frame



Fig. 2: Examples of correct event detection. The inner red box represents the
area where ball has been detected to be in contact with the player. Yellow box
represents the area (300 � 300) around the event detection point that is to be
cropped while creating localized video clip from clip generated by stacking frames
around the pivot frame.

Fig. 3: Examples of incorrect event detection. In few cases, because of incorrect
depth perception of the image, the system wrongly detects the occurrence of an
event. All such incorrect samples are filtered out during the labeling process.

is labeled as Type-1 if an action takes place in succeeding frames. Else it is
labeled as a Type-2 Pivot frame. In general, Type-1 frames occur when the
ball has just been received by a player and Type-2 occur when the ball has
been released by a player. Fig. 4 shows examples of Pivot Frames.

3. Each relevant frame is checked for Pivot Frame. If Pi is pivot frame, then all
the frames in between Pi � n and Pi + m capture the action that took place in
between. It has been observed that most of the actions in soccer games have
a span of no more than 24 frames. So we choose n, m as 9, 14 respectively,
if the pivot frame is identified as Type-1 and 14, 9, if it is a Type-2 frame.

4. The frames in between Pi � n and Pi + m are then extracted and a clip is
created using them.

5. Off ball player’s movements which have no impact on the action can affect
the classifier. Hence, we crop p � p area in video clip centering around the
point of event detection forming a new localized video clip that has to be
classified. To find the most suitable value for p, we began with low values
of p (for better localization of a specific action). Point of event detection is


















