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Abstract—Identifying language information from speech utterance is referred to as spoken language identification. Language Identification (LID) is essential in multilingual speech systems. The performance of LID systems have been studied for various adverse conditions such as background noise, telephonic channel, short utterances, so on. In contrast to these studies, for the first time in the literature, the present work investigated the impact of emotional speech on language identification. In this work, different emotional speech databases have been pooled to create the experimental setup. Additionally, state-of-art i-vectors, time-delay neural networks, long short term memory, and deep neural network x-vector systems have been considered to build the LID systems. Performance of the LID system has been evaluated for speech utterances of different emotions in terms of equal error rate and CRLB. The results of the study indicate that the speech utterances of angry and happy emotions degrades performance of LID systems more compared to the neutral and sad emotions.

Index Terms—Language Identification, i-vector, TDNN, LSTM, DNN x-vector

I. INTRODUCTION

Spoken language identification is the process of determining in which language the speech is pronounced. There are thousands of languages and hundreds of language families in the world. This leads to diversity in the human population. Due to globalisation and interaction of human population from different linguistic backgrounds, multilingual systems become a necessity [1]. Hence, Language Identification (LID) plays a key role in many applications, including multilingual speech recognition [2], multilingual communication systems [3], spoken document retrieval [4], and spoken language translation [5]. This has led to an increased amount of interest in the area of LID in recent years. We have seen challenges such as Language Recognition Evaluation (LRE) [6] and Oriental Language Recognition (OLR) [7] getting good attention and hence providing improved solutions to the society. Moreover, the advancement in computation power and machine learning, coupled with the signal processing knowledge has enabled rapid improvement in LID [8].

From literature, it is understood that i-vectors have demonstrated good performance for both LID and speaker recognition [9], [10]. Due to the ability to model sequential information from input, Long Short Term Memory (LSTM) networks have shown considerable performance gains over deep neural networks (DNN) [11]. In recent years, bidirectional LSTM (b-LSTM) networks have outperformed traditional LSTM, and when combined with the attention mechanism, result in powerful temporal modelling systems [12]. There has also been work on fusion of i-vectors with the attention based b-LSTM for language identification [13]. Time Delay Neural Network (TDNN) is a variation of DNN, which imposes a different temporal resolution at each layer and it increases from the first layer as we go deeper [14]. It has been used as an acoustic modelling technique in automatic speech recognition [15] as well as for LID [16]. DNN x-vector has been introduced recently for speaker and language recognition tasks [17], [18] and have given promising results.

From the studies in [19]–[21], state-of-art systems for LID have shown degradation in performance due to the variations such as short duration speech and multiple dialects of a language family among many more. There have been some attempts to see the effectiveness of LID systems for noise and telephone quality speech [22]–[25]. From the studies in [21], [26], [27], state-of-art LID systems have been shown to provide better performance on speech data collected in a neutral emotion state. However, there are not many attempts which study the performance of LID systems in the context of different emotional states. Recent studies on the impact of speakers’ emotional state on speaker verification [28], speaker identification [29], and automatic speech recognition [30], [31] indicate that the variation in acoustic features due to different emotional states cause the degradation in the performance of these systems. All these together motivated us to investigate the impact of the speakers’ emotional state on the performance of state-of-the-art LID systems.

The rest of this paper is organised as follows : Section II outlines and gives the detailed description of the modelling techniques that have given good results in recent times and are used in this work, Section III outlines the database and the experimental setup, Section IV reports the results obtained and Section V presents the summary and conclusion.

II. BASELINE SYSTEMS

A. UBM/GMM i-vector with LDA/PLDA reduction

I-vectors are used to learn fixed dimensional embeddings from spoken data [9]. They are low-rank vectors, representing...
the characteristics of the speaker and linguistic information in an utterance. The Gaussian Mixture Model (GMM) and the Universal Background Model (UBM) are modelled using Mel-frequency cepstral coefficients (MFCC), which are extracted from speech utterances. All GMM and UBM mean vectors are stacked together to obtain super vectors. The GMM supervector is then modelled as:

\[ M = m + Tw + \epsilon. \] (1)

Here \( M \) and \( m \) are GMM and UBM supervectors respectively, \( T \) is the total variability matrix [32], \( w \) is the i-vector having normal distribution and \( \epsilon \) is the residual noise.

Furthermore, dimensionality reduction techniques such as Linear Discriminant Analysis (LDA) and Probabilistic Linear Discriminant Analysis (PLDA) are used to maximise the intra-class variance while minimising inter-class variance between features vectors [33], [34]. These techniques are applied to the i-vectors before scoring.

B. Time Delay Neural Network

Unlike traditional DNNs, TDNN learns long-term dependencies as the network becomes deep. Layers in the DNN are activated from the full temporal context of the previous layer, whereas in TDNN, each neuron is activated by a narrow context, coming from the previous layer, and gets accumulated as the network goes deep. Furthermore, the initial layers in a TDNN also learn from the whole temporal context due to back-propagation of the gradients. Thus lower layer activation become translation-invariant [14].

C. Long Short Term Memory

LSTM network is a special class of recurrent neural networks, used for sequential modelling tasks. The activation at each time-step is a mapping learnt from the input as well as previous time-steps. Each LSTM cell has three gates associated with it: input gate (for activation of input), output gate (for activating the output) and forget gate (for manipulating the cell state). In practice, several layers with each containing multiple LSTM cells are stacked together to form a LSTM network. Generally, the activation at the last time-step of the last state is considered for classification tasks, as it has been mapped from the complete temporal context [11].

D. DNN x-vector

Similar to i-vectors, x-vectors learnt using a DNN architecture are fixed dimension embeddings for variable length spoken utterances. Several hidden layers are stacked one after the other as in a traditional DNN, but the layers are not fully connected rather are more similar to that of a TDNN. Hence each layer is activated with a narrow temporal context of the previous layer along with its own temporal context, so it keeps getting accumulated, hence the deeper layers get a wide temporal context.

After the dense layers, a stat pooling layer is used to calculate mean and standard deviation of the previous layer output across all time-steps. Hence the stat pooling layer makes sure of the fixed dimensional embedding for variable duration utterances. Generally, we use the concatenated mean and standard deviation vectors from the stat pooling layer as input to subsequent dense layers. Embeddings can be extracted as the output of these subsequent dense layers.

III. EXPERIMENTAL SETUP

In this work, we have used the kaldi toolkit [35] end to end, from feature extraction to classification models.

A. Database

In this work, the experiments have been performed by aggregating various datasets for the following 7 languages: Basque, English, German, Hindi, Serbian, Spanish and Telugu. For train data of English, Hindi and Telugu IIIT-ILSC dataset [36] has been used. German train data has been taken from [37], while Spanish and Basque train data has been taken from Mozilla Common Voice Project. Emotional datasets for Basque, English, German, Hindi, and Telugu are taken from [38]–[42]. The Spanish, and Serbian are collected from European language resources association. In this work, four basic emotions anger, happy, sad and neutral are considered.

In total 6 sets are prepared: training, test, test_angry, test_happy, test_neutral and test_sad with each containing utterances from the 7 considered languages. A part of neutral data from these emotion labelled datasets is also used in training to minimize the variance due to channel and recording environments. The dataset for train and test are split in such a way that no speaker or linguistic information is shared. Table I describes the database in terms of number of utterances and duration.

B. Feature Extraction

This work uses two most common and well known features as input to the classifiers: 40 dimensional (40D) filter bank (fbank) and 39 dimensional (39D) Mel Frequency Cepstral Coefficients (MFCC). The cepstral mean variance normalisation and energy based Voice Activity Detection (VAD) have been applied to MFCC features to normalize and remove the features corresponding to non speech frames. For x-vector extraction, the VAD output of MFCC is adapted to remove non speech frames from the fbanks as well.

C. i-vector with LDA/PLDA

For i-vector extraction, this work use 39D MFCC features to train the UBM/GMM. 1800 utterances are selected from the train data to train the UBM, and then 3600 utterances are selected to train the GMM using the Expectation Maximization technique. 400 dimensional i-vectors are extracted using 2048 Gaussian mixtures. LDA and PLDA transforms are applied, where LDA reduces the dimensions of the i-vectors to 150.

As noted in [43], cosine scoring provides similar performance as SVM for i-vectors. Hence we use cosine scoring

1http://voice.mozilla.org/
2http://www.islrn.org/resources/477-238-467-792-9/
3http://www.islrn.org/resources/462-780-920-598-3/
TABLE I
DETAILS OF THE DATABASE USED FOR THE STUDY

<table>
<thead>
<tr>
<th></th>
<th>Basque</th>
<th>English</th>
<th>Hindi</th>
<th>German</th>
<th>Serbian</th>
<th>Spanish</th>
<th>Telugu</th>
<th>Total Duration</th>
<th>Total Utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>1014</td>
<td>960</td>
<td>2380</td>
<td>1208</td>
<td>292</td>
<td>780</td>
<td>1520</td>
<td>12.9</td>
<td>8154</td>
</tr>
<tr>
<td>Test</td>
<td>309</td>
<td>540</td>
<td>650</td>
<td>588</td>
<td>36</td>
<td>285</td>
<td>645</td>
<td>5.26</td>
<td>3053</td>
</tr>
<tr>
<td>Test Neutral</td>
<td>140</td>
<td>50</td>
<td>150</td>
<td>90</td>
<td>36</td>
<td>85</td>
<td>150</td>
<td>0.71</td>
<td>701</td>
</tr>
<tr>
<td>Test Angry</td>
<td>140</td>
<td>50</td>
<td>150</td>
<td>110</td>
<td>24</td>
<td>76</td>
<td>150</td>
<td>0.66</td>
<td>700</td>
</tr>
<tr>
<td>Test Happy</td>
<td>140</td>
<td>50</td>
<td>150</td>
<td>70</td>
<td>24</td>
<td>84</td>
<td>150</td>
<td>0.7</td>
<td>668</td>
</tr>
<tr>
<td>Test Sad</td>
<td>140</td>
<td>50</td>
<td>150</td>
<td>70</td>
<td>24</td>
<td>79</td>
<td>150</td>
<td>0.78</td>
<td>663</td>
</tr>
</tbody>
</table>

to evaluate the performance of the i-vectors. Cosine scoring is done by taking the cosine distance between the test vector and the mean vector of target language from the train set.

D. TDNN and LSTM

Input to both TDNN and LSTM are 40D fbanks, described in Section III-B. For TDNN, we are using 6 hidden layer architecture similar to [7]. The temporal context of the layers are [-2,2], [-1,1], [-1,1] and {-6,-3,0}. No splicing is used for the second and last hidden layers, which has been decided empirically. The first layer learns an affine transformation. Each layers contains 650 units with ReLU activation.

In this work LSTM network uses the first layer as the affine transformation layer with similar temporal context as the first layer of TDNN architecture. Then a stacked LSTM layer with 512 cells is used. After the sixth layer of TDNN and the LSTM layer in the LSTM network, an output layer with size equal to the number of classes is used in this work.

E. DNN x-vector

The architecture for extracting x-vector embeddings is similar to [18], which is demonstrated in Fig. 1. The DNN x-vector extraction uses 40D fbank features, as described in Section III-B. In Fig. 1, F (40) is the input feature dimension, T (depends on the utterance length) is number of frames and C (7) is the number of classes. The x-vector embeddings are taken as the output of segment6, which implies that we are considering 512 dimensional embeddings. These embeddings can be scored in the similar way as i-vectors, but in this work, we are scoring them directly from the softmax layer.

F. Evaluation Metrics

In this work, Equal Error Rate (EER) and $C_{avg}$ are used as metrics for evaluating the performance of LID systems. As these have been the primary metrics for evaluating LID systems in recent OLR and LRE challenges [6], [7]. The calculation of $C_{avg}$ uses a pairwise loss between target and non-target classes. The pairwise loss is obtained as:

$$C(L_t, L_n) = P_{Target} P_{Miss}(L_t) + (1 - P_{Target}) P_{FA}(L_t, L_n)$$

(2)

where $L_t$ and $L_n$ are target and non-target languages, respectively and $P_{Target}$ is the prior probability of the target language. During evaluation, the value of $P_{Target}$ is set to 0.5. Further, the $C_{avg}$ is defined as average of this pairwise loss and is given by:

$$C_{avg} = \frac{1}{N} \sum_{L_t} \sum_{L_n} C(L_t, L_n)$$

(3)

where N is the number of languages.

IV. RESULTS AND DISCUSSION

This study aims to investigate the effect of emotional state present in the speech utterance, on the performance of a LID

TABLE II
PERFORMANCE (IN TERMS OF EER AND $C_{avg}$) COMPARISON BETWEEN THE STATE-OF-THE-ART SYSTEMS FOR LANGUAGE IDENTIFICATION FOR THE SPEECH UTTERANCE OF MATCHED AND MISMATCHED CONDITIONS DUE TO EMOTIONAL STATES.

<table>
<thead>
<tr>
<th></th>
<th>Matched</th>
<th>Mismatched</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EER</td>
<td>$C_{avg}$</td>
</tr>
<tr>
<td>i-vector</td>
<td>15.29</td>
<td>0.15</td>
</tr>
<tr>
<td>i-vector + LDA</td>
<td>13.13</td>
<td>0.13</td>
</tr>
<tr>
<td>i-vector + PLDA</td>
<td>11.17</td>
<td>0.12</td>
</tr>
<tr>
<td>TDNN</td>
<td>17.38</td>
<td>0.18</td>
</tr>
<tr>
<td>LSTM</td>
<td>18.10</td>
<td>0.27</td>
</tr>
<tr>
<td>DNN x-vector</td>
<td>8.12</td>
<td>0.08</td>
</tr>
</tbody>
</table>
system. The main obstruction to such studies is the lack of a standard database, in which case we have designed a database (discussed in Section III (A)) to study the performance of LID systems in the context of various emotional states such as neutral, anger, happiness, and sadness. In this regard, state-of-the-art systems such as i-vector, TDNN, LSTM and DNN x-vector architectures have been studied to determine how emotional states in speech affect the performance of LID systems. The LID systems have been trained using the speech utterances of neutral emotional state. In this work, evaluation of LID systems with speech utterances of a neutral emotional state is referred to as a matched test condition, and the evaluation of LID systems with speech utterances of angry, happy, and sad emotional state is referred to as mismatched test condition. The results have been reported in Table II, Table III and Figure 2.

Table II shows the performance comparison between state-of-art LID systems for matched and mismatched (which is an aggregated set of speech utterances of angry, happy and sad emotional states) testing conditions. For matched test data DNN x-vectors shows best performance and i-vector with PLDA system shows comparable results in terms of EER and $C_{avg}$. The LSTM based LID system shows poor performance in both matched and mismatched test conditions. For mismatched test data, TDNN shows best performance, and the DNN x-vector and i-vector PLDA systems show comparable results. However, the results suggest that there is a degradation in performance of all LID systems except TDNN for mismatch test data. Table III shows the performance of LID systems for speech utterances of different emotional states.

The results show that the performance of LID systems for speech of sad emotional state is comparable to that of neutral emotional state. The effect of sadness on the performance of LID systems is less compared to anger and happiness. Though the DNN x-vector system showed the best performance under matched conditions, it shows degradation in performance under mismatched emotional conditions.

Figure 2 shows the performance under 4 emotions for different test utterance durations. Each utterance, from all 4 emotions, is split into 1 second, 2 second and 3 seconds utterances to study the effect of duration on the trained LID systems. For a typical LID system, the duration v/s EER would be a monotonically decreasing curve. Similar behavior can be observed, from Figure 2, for the mismatched conditions discussed in this paper.

V. SUMMARY AND CONCLUSION

This paper studied the effect of emotional speech on the performance of state-of-art systems for language identification (LID). To accomplish this, database was pooled from various sources. Additionally, this study used the state-of-art systems such as i-vector, TDNN, LSTM, and DNN x-vector architectures to build the LID systems. The results shows the similarity in performance for neutral-sad and happy-angry emotion pairs. Further, for high arousal speech (anger and happy) the LID systems shows poor performance. On the other hand, the LID systems showed better performance for low arousal speech (neutral and sad). Though the linguistic information in speech utterance is not varying with the speakers’ emotional state, the state-of-art systems for LID shows poor performance for high arousal speech. In this case, normalization of acoustic features

TABLE III

<table>
<thead>
<tr>
<th></th>
<th>i-vector</th>
<th>i-vector + LDA</th>
<th>i-vector + PLDA</th>
<th>TDNN</th>
<th>LSTM</th>
<th>DNN x-vector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EER</td>
<td>$C_{avg}$</td>
<td>EER</td>
<td>$C_{avg}$</td>
<td>EER</td>
<td>$C_{avg}$</td>
</tr>
<tr>
<td>Test Neutral</td>
<td>22.11</td>
<td>0.21</td>
<td>17.97</td>
<td>0.19</td>
<td>15.41</td>
<td>0.17</td>
</tr>
<tr>
<td>Test Anger</td>
<td>25.00</td>
<td>0.26</td>
<td>22.86</td>
<td>0.26</td>
<td>22.00</td>
<td>0.25</td>
</tr>
<tr>
<td>Test Happy</td>
<td>24.10</td>
<td>0.27</td>
<td>20.51</td>
<td>0.26</td>
<td>18.41</td>
<td>0.24</td>
</tr>
<tr>
<td>Test Sad</td>
<td>21.42</td>
<td>0.21</td>
<td>16.89</td>
<td>0.18</td>
<td>14.03</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Fig. 2. Effect of speech utterance duration of different emotions, on the performance of state-of-the-art language identification systems. (a) i-vector + PLDA, (b) TDNN, (c) LSTM, and (d) DNN x-vector.
may improve the performance of LID systems for high arousal speech. Hence, in future works, we intend to investigate different adaptation methods to improve the performance of LID systems for the mismatch due to speakers’ emotional state.
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