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Abstract—We present a coded caching framework using line graphs of bipartite graphs. A clique cover of the line graph describes the uncached subfiles at users. A clique cover of the complement of the square of the line graph gives a transmission scheme that satisfies user demands. We then define a specific class of such caching line graphs, for which the subpacketization, rate, and uncached fraction of the coded caching problem can be captured via its graph theoretic parameters. We present a construction of such caching line graphs using projective geometry. The presented scheme has a rate bounded from above by a constant with subpacketization level \( q \) and uncached fraction \( O\left(\frac{1}{K^2}\right) \), where \( K \) is the number of users and \( q \) is a prime power. We also present a subpacketization-dependent lower bound on the rate of coded caching schemes for a given broadcast setup.

Due to space considerations, we provide the full version of the paper containing the proofs of the claims, more examples, better literature survey in [1].

I. INTRODUCTION

Caching has been in vogue to lay off the traffic during peak times in a communication network by storing part of the information demanded by users (clients) in local storage known as caches. In this way, during the peak hours, the server can transmit only the non-cached information thus reducing the traffic. For instance, consider the setting taken in [2], consisting of a single-server error-free broadcast channel with \( K \) clients (users), \( N \) files at the server (each file comprised of \( F \) subfiles, where \( F \) is known as the subpacketization parameter), with each client capable of caching \( MF \) subfiles. By populating the cache during the caching phase when the demand requests are not present, traditional caching can achieve a rate \( R \) equal to \( K(1 - \frac{M}{N}) \) during the delivery phase when the network is required to satisfy the demands (the rate \( R \) is defined as fraction of the number of transmitted packets (each of size equal to a subfile) to \( F \)).

The paradigm of Coded Caching, introduced in [2], was based on the idea of transmitting coded packets during the peak times to further reduce the network usage. In contrast to the uncoded caching scenario which required a rate \( K(1 - \frac{M}{N}) \), the coded caching scheme shown in [2] achieves a rate \( \frac{K(1 - \frac{M}{N})}{\frac{1}{K} + \frac{M}{N}} \), which is constant as \( K \to \infty \) for constant \( \frac{M}{N} \). This is achieved by designing both the caching phase and the delivery phase carefully. The tremendous rate advantage shown in [2] were shown in other settings also, for instance [3], [4]. The scheme in [2] is also shown to be order optimal, i.e., within a constant multiple of the optimal rate for the same set of parameters. The scheme of [2] is achieved by dividing each file into \( F = \left(\frac{K}{M}\right) \) subfiles, and caching them appropriately in the client caches. It was noticed in [5] that for this scheme, the subpacketization required is exponential for constant \( \frac{M}{N} \) as \( K \) grows large (as \( \binom{K}{q} \approx 2^{K^p} \) for constant \( 0 < p < 1 \), where \( H(p) \) is the binary entropy). Since then a number of papers [5]–[12] have presented new schemes for coded caching which use smaller subpacketization at the cost of having increased rate or cache requirement compared to [2]. Many of the schemes presented in these prior works require exponential subpacketization (in \( K \), for large \( K \)) to achieve a constant rate. The subpacketization of particular schemes of [8], [12] have been shown to be sub-exponential, while some schemes of [11] have subpacketization that is linear or polynomial (in \( K \)) at the cost of either requiring larger cache \( M \) or larger rate compared to [2]. Interestingly, a linear subpacketization scheme (\( F = K \)) was shown in [9] using a graph theoretic construction with near constant rate and small memory requirement. However the construction in [9] holds for very large values of \( K \) only. In [8], it was shown that subpacketization linear in \( K \) is impossible if we require constant rate.

The contributions and organization of this work are as follows. After reviewing the work of [6] in Section II, we prove a lower bound on the peak delivery rates of coded caching schemes using the properties of an associated bipartite graph (Section III). We then map the problem of finding a valid transmission scheme corresponding to a bipartite caching scheme to a clique cover problem of a graph derived from the line graph of the bipartite graph (Section IV). In Section IV, we also show that the existence of a class of such line graphs of bipartite graphs implies the existence of coded caching schemes for which there is a nice characterization of the rate, uncached fraction, and subpacketization. We then give a coded caching scheme using a construction of such caching line graphs based on projective geometries over finite fields (Section V). The first row of Table I lists the actual parameters of our scheme (the entries are expressed as \( q \)-binomial coefficients). The other two rows indicate asymptotic results as \( K \to \infty \) (with constant field size \( q \)) respectively. We note that the last row shows a constant rate with sub-exponential packetization achieved by the scheme in this paper. We conclude the paper with a short discussion in Section VI.

Notations and Terminology: For a positive integer \( n \), we denote by \([n]\) the set \(\{1,\ldots,n\} \). We recall only minimal facts regarding graph theory. For other standard definitions, the reader is referred to [13]. A graph \( G \) consists of a set \( V(G) \) of vertices and a set \( E(G) \subset \{\{u,v\} : u,v \in V(G)\} \) of edges. For a subset \( A \) of vertices of graph \( G \), we denote \( N(A) \) as the set of adjacent vertices of \( A \). A bipartite graph \( B \) is one whose edges can be visualized as being between
two subsets of a partition of the vertex set (called left and right vertices of $B$). A subset $S \subseteq V$ is called a clique of $G$ if all vertices in $S$ are adjacent to each other (we assume vertices to be cliques of size 1). A b-clique-cover of $G$ is a collection of cliques $D_i:i=1,\ldots,b$ such that $\bigcup_i D_i = V$, where $\bigcup$ indicates a disjoint union.

### II. Bipartite Graph Based Coded Caching and Delivery Based on [6]

Let $K$ be the set of users (clients) ($|K|=|K|$) in a system consisting of one server having files $\{W_i:i \in [N]\}$ connected to the clients via a error-free broadcast channel. Let $F$ be the subpacketization level, i.e. each file is composed of $F$ subfiles, each taking values according to a uniform distribution from some finite abelian group $A$. The subfiles of file $W_i$ are denoted as $W_{i,f}:f \in F$ for some set $F$ of size $F$. Let $MF$ denote the number of subfiles that can be stored in the cache of any user. A coded caching scheme consists of two subschemes (as in [2]), a caching scheme according to which subfiles of the files are placed in the user caches during periods when the traffic is low, and a transmission scheme that consists of broadcast transmissions from the server satisfying the demands of the clients appearing during the demand phase. We assume symmetric caching throughout the paper, i.e., the caches at the users are populated in such a way that if user $k \in K$ caches the subfile $f \in F$ of any file, then it caches the subfile $f \in F$ of each file. All the schemes presented in [5]–[12] employ symmetric caching. We also assume throughout this work that $\frac{M}{N}$ is an integer which is the number of subfiles of any particular file stored in a user’s cache. In the delivery scheme, the transmissions (each of size equal to that of any subfile) must be done so that the demands of the clients are all satisfied. As in [2], the rate $R$ of the coded caching scheme is defined as

$$R = \frac{\text{Number of transmissions in the transmission scheme}}{\text{Number of subfiles in a file}}.$$  

We can visualize the symmetric caching scheme (with fully populated caches) using a bipartite graph, following [6]. Consider a bipartite graph $B$ with $K$ being the left (user) vertices and the right (subfile) vertices being $F$. We then define the edges of the bipartite graph to denote the uncached subfiles of the files, i.e., for $k \in K, f \in F$, an edge $\{k, f\} \in E(B)$ exists if and only if user $k$ does not contain its cache the subfile $f$ of each file. Clearly, this bipartite graph is left-regular, with $F \left(1 - \frac{M}{N}\right)$ being the degree of any user vertex. Indeed any left-regular bipartite graph defines a caching scheme, which we formalize below.

### Definition 1 (Bipartite Caching Scheme).

Given a bipartite $D$-left-regular graph with $K$ left vertices and $F$ right vertices denoted by $B(K, D, F)$ (or in short, B), the symmetric caching scheme defined on $K$ users with subpacketization $F$ with the edges of $B$ indicating the uncached subfiles at the users, is called the $(K, D, F)$ bipartite caching scheme associated with the bipartite graph $B$.

### Remark 1.

We observe that the bipartite caching scheme associated with the graph $B(K, D, F)$ has the uncached fraction $1 - \frac{M}{N} = \frac{D}{F}$.

Fig. 1 shows a graph describing a $(4, 3, 5)$ bipartite caching scheme. Note that during the caching phase the user demands are not available. We now look at the transmission phase during which the user $k \in K$ demands one file $W_{d_k}$ (for some $d_k \in [N]$, as given in [6]. An induced matching $M$ of a graph $G$ is a matching such that the induced subgraph of the vertices of $M$ is $M$ itself. For an induced matching $M$ of $B$ consisting of edges $\{\{k_j, f_j\}:j \in [l]\}$, consider the associated transmission $Y_M = \sum_{j=1}^{l} W_{d_{kj}, f_j}$. As $M$ is an induced matching, $W_{d_{kj}, f_j}$ is a subfile unavailable but demanded at user $k_j$. By the same reason, each user $k_j$ has all the subfiles involved in $Y_M$ in its cache except for $W_{d_{kj}, f_j}$, hence user $k_j$ can decode $W_{d_{kj}, f_j}, \forall j \in [l]$. A b-strong-edge-coloring of a graph is an assignment of labels (called colors) from a finite set $C$ of size $b$ to each of its edges such that the set of all edges of any color (called a color class) form an induced matching. Let $\{M_j:j \in [n]\}$ be the set of all induced matchings (color classes) arising from a strong edge coloring of $B$. It is not difficult to see that the matchings $Y_{M_j} : j \in [n]$ (constructed as before) corresponding to $M_j : j \in [n]$ satisfies the demands of all the users. The rate of this transmission scheme is then $\frac{D}{F}$.

### III. Lower Bound on Rate of Delivery Scheme for Symmetric Caching

In this section, we show a bound on the rate of the transmission scheme associated with a $(K, D = F(1 - \frac{M}{N}), F)$.
bipartite caching scheme associated with $B$. As $W_{i,f}$ takes values from $\mathcal{A}$ with uniform distribution, taking the base of logarithm as $|\mathcal{A}|$, we have the Shannon entropy of $W_{i,f}$ as $H(W_{i,f}) = 1, \forall i, f$. Thus $H(W_i) = F, \forall i$. For a given $(K, D, F)$ bipartite caching scheme, a rate $R$ is said to be achievable if there exists some transmission scheme with rate $R$ that satisfies all client demands. We now prove a lower bound on the infimum $R^*$ of all achievable rates for a given $(K, D, F)$ bipartite caching scheme.

**Theorem 1.** Let $k$ be any left-vertex (user vertex) of $B$ and let $H$ be the subgraph of $B$ induced by the vertices $N(k) \cup N(N(k))$. Let $N' = \min(N, |N(N(k))|).$ Let $U = \{k_j : j \in [N']\}$ be a subset of $N'$ vertices of $N(N(k))$ taken in some order such that $k_1 = k$. For $j \in [N']$, let $\rho_j$ be the rate of the right vertices (subfiles) in $H$ which are adjacent to $\{k_i : i \in [j]\}$. Let $R^*$ be the infimum of all achievable rates for the bipartite caching scheme defined by $B$. Then $R^* F \geq \sum_{j=1}^{N'} \rho_j$.

In particular, we must have

$$R^* F \geq \min \left((K + F) \left(1 - \frac{M}{N}\right), F \left(1 - \frac{M}{N}\right) + N\right) - 1. \quad (1)$$

**Proof:** Available in [1].

**Example 1.** The figure on the right in Fig. 1 shows the bipartite graph shown in Fig. 1. A clique cover consisting of 6 cliques is also shown, each containing 2 vertices. Thus the number of transmissions is 6, and the rate is $\frac{6}{2}$, which is optimal following the lower bound in Example 1.

It turns out that the line graph of the left-regular bipartite graph $B$ is highly structured, and any such structured graph will serve as a line graph of such a bipartite graph.

**Proposition 1.** A graph $L$ containing $K/D$ vertices is the line graph of a $D$-left-regular bipartite graph $B(K, D, F)$ if and only if the following conditions are satisfied.

(C1) The vertices of $L$ can be partitioned into $K$ disjoint cliques containing $D$ vertices each. We denote these cliques by $U_k : k \in [K]$ and call them as the user-cliques. We label the vertices of $U_k$ as $e_{k,i} : i \in [D]$.

(C2) Consider distinct $k_1, k_2 \in [K]$. For any $e_{k_1,i} \in U_{k_1}$, there exists at most one vertex $e_{k_2,j} \in U_{k_2}$ such that $\{e_{k_1,i}, e_{k_2,j}\} \in E(L)$.

(C3) For any $k$ and any vertex $e_{k,i} \in U_k$, the set $\{e_{k,i} \cup N(e_{k,i})\} \subseteq U_k$ containing $e_{k,i}$ and all adjacent vertices of $e_{k,i}$ except those in $U_k$ forms a clique. We refer to these cliques as the subfile-cliques. Let $r$ be the number of subfile-cliques in $L$ and the subfile-cliques be denoted as $S_i : i \in [r]$.

(C4) The number of right vertices of $B$ is

$$F = KD - \sum_{i=1}^{r} (|S_i| - 1) = r. \quad (2)$$

**Proof:** Available in [1].

By Proposition 1, if we construct a graph $L$ satisfying conditions (C1)-(C3), then we have constructed a caching scheme based on a bipartite graph $B$ such that $L(B) = L$ with subpacketization $F$ as in (2). We therefore give the following definition.

**Definition 2.** A graph $L$ is called a caching line graph if it satisfies conditions (C1)-(C3) of Proposition 1 for some parameters $K$ and $D$.

Henceforth all our line graphs are caching line graphs. By Lemma 1, any clique cover of $\overline{L^2}$ (the complement of the square of $L$) gives us a transmission scheme (one transmission per clique) that satisfies all receiver demands.
In order to obtain a clique cover of $\overline{C^2}$, we have to understand the behaviour of the cliques of $\overline{C^2}$.

**Lemma 2.** A subset of vertices $C \subset V(\overline{C^2})$ is a clique of $\overline{C^2}$ if and only if the following condition is true.

- For any two vertices $e_{k_1,i_1}, e_{k_2,i_2} \in C$, there exists no vertex in $U_{k_1}$ adjacent to $e_{k_1,i_1}$ in $\overline{L}$.

Furthermore, any clique of $\overline{C^2}$ contains at most one vertex from each of the user-cliques of $L$.

**Proof:** Available in [1].

We now define a specific class of caching line graphs called $(c,d)$-caching line graphs. The reason for considering $(c,d)$-caching line graphs is because they yield easily to the computation of the rate and the subpacketization, as Theorem 2 will show.

**Definition 3.** A caching line graph $\mathcal{L}$ such that $\mathcal{L}$ has a clique cover consisting of $c$-sized disjoint subfile cliques and $\overline{C^2}$ has a clique cover consisting of $d$-sized disjoint cliques, for some positive integers $c,d$, is called a $(c,d)$-caching line graph.

**Theorem 2.** Consider a $(c,d)$-caching line graph $\mathcal{L}$. Then there is a coded caching scheme consisting of $c$-sized disjoint subfile cliques and $\overline{C^2}$ has a clique cover consisting of $d$-sized disjoint cliques, for some positive integers $c,d$, called a $(c,d)$-caching line graph.

**Proof:** Available in [1].

In [1], we reinterpret some priorly known coded caching schemes from [2], [7], [10] as schemes based on caching line graphs. In the forthcoming section, we present a new explicit construction of a caching scheme based on $(c,d)$-caching line graphs.

V. A LINE GRAPH BASED CODED CACHING SCHEME BASED ON PROJECTIVE GEOMETRY

We recollect some basic ideas of projective geometries over finite fields. The reader is referred to [14] for more details. For positive integers $k$, let $PG_q(k-1)$ denote the $(k-1)$-dimensional projective space over $\mathbb{F}_q$. The elements of $PG_q(k-1,q)$ are called the points of $PG_q(k-1)$. The points of $PG_q(k-1)$ can be considered as the representative vectors of one-dimensional subspaces of $\mathbb{F}_q^k$. For $m \geq 1, 1 \leq m \leq k$, let $PG_q(k-1,m-1)$ denote the set of $m$-dimensional subspaces of $\mathbb{F}_q^k$. It is known that $[PG_q(k-1,m-1)]$ is equal to the Gaussian binomial coefficient or the q-binomial coefficient, $\left[k \atop m\right]_q$, where $\left[k \atop m\right]_q = \frac{(q^{k-1})...(q^{k-m+1})}{(q^m-1)...(q-1)}$. In any Gaussian binomial coefficient $\left[a \atop b\right]_q$ given in this paper we assume that $1 \leq b \leq a$. The following is known about the Gaussian binomial coefficients (for example, see [14] for a proof).

**Lemma 3.** The Gaussian binomial coefficient $\left[k \atop m\right]_q$ is the number of subspaces of dimension $m$ of any $k$-dimensional subspace over $\mathbb{F}_q$. Also, $\left[k \atop m\right]_q = \left[k-m \atop m\right]_q$. The number of elements of $PG_q(k-1,m-1)$ that contain a given $t$-dimensional subspace $(1 \leq t \leq m)$ is

$$\frac{(q^{k-t})...(q^{k-m+1})}{(q^m-1)...(q-1)} = \left[k-t \atop m-t\right]_q.$$

In the following subsection, we give a construction of a coded caching scheme based on projective geometry. The scheme we present can be thought of a $q$-analog of a generalization of the original scheme of [2]. We first give the caching line graph $\mathcal{L}$ by describing its user-cliques and subfile-cliques (each of same size), and then show that there is a clique cover of $\overline{C^2}$ containing cliques of the same size.

A. Coded Caching Scheme Construction

Consider positive integers $k, m, t$ such that $m + t \leq k$. Let $K = \left[\begin{array}{c} k \\ t \end{array}\right]_q$. We first initialize $\mathcal{L}$ by its user-cliques. The user-cliques are identified by $t$-dimensional subspaces of $\mathbb{F}_q^k$. For each $t$-dimensional subspace $V$ of $\mathbb{F}_q^k$, create the vertices corresponding to the user-vertex identified by $V$.

$$C_V = \{(V,X) : \forall X \in PG_q(k-1,m+t-1) \cup X\}.$$

Thus, $D = |C_V| = \left[\begin{array}{c} k-t \\ (m+t)\end{array}\right]_q = \left[\begin{array}{c} k-t \\ m \end{array}\right]_q$, by Lemma 3.

For each $(m+t)$-dimensional subspace $X$ of $\mathbb{F}_q^k$, construct the subfile clique of $\mathcal{L}$ associated with $X$ as

$$C_X = \{(V,X) \in C_V \cap \mathcal{L} : \forall V \cup X\}$$

It’s not difficult to see that the cliques $\{C_X : X \in PG_q(k-1,m+t-1)\}$ partition $\mathcal{L}$.

In order to decide on the transmission scheme, we have to obtain a clique cover of $\overline{C^2}$. The clique cover of $\overline{C^2}$ that we wish to obtain is based on a relabelling of the vertices of $\mathcal{L}$ based on $m$-dimensional subspaces of $\mathbb{F}_q^k$. Towards that end, we first require the following lemmas (Lemma 4 and Lemma 5) using which we can find ‘matching’ labels to the $t$-dimensional and $m$-dimensional subspaces of some $X \in PG_q(k-1,m+t-1)$.

**Lemma 4.** Consider some element $X \in PG_q(k-1,m+t-1)$. Let $V_i, i = 1, \ldots, \left[\begin{array}{c} m+t \\ t \end{array}\right]_q$ denote the $t$-dimensional subspaces of $X$ taken in some fixed order. Then the set of $m$-dimensional subspaces of $X$ can be written as an ordered set as $\{T_i, i = 1, \ldots, \left[\begin{array}{c} m+t \\ m \end{array}\right]_q\}$ such that $T_i \oplus V_i = X, \forall i$ (where $\oplus$ denotes direct sum). Moreover such an ordering can be found in operations polynomial in $\left[\begin{array}{c} m+t \\ t \end{array}\right]_q$.

**Proof:** See [1].

For a $t$-dimensional space $V_i$ contained in a $(m+t)$-dimensional space $X$, let $T_i$ (the $m$-dimensional subspace as obtained in Lemma 4 such that $T_i \oplus V_i = X$) be called the matching subspace of $V_i$ in $X$. Using these matching subspaces, we can obtain an alternate labeling scheme for
the vertices of our caching line graph $L$. The alternate labels are given as follows.

- Let the alternate label for $(V, X)$ be $(V, T_{V,X})$, where $T_{V,X}$ is the $m$-dimensional matching subspace of $V$ in $X$ obtained using Lemma 4.

The following lemma ensures that the alternative labeling given above is indeed a valid labelling, i.e., it uniquely identifies the vertices of $L$.

**Lemma 5.** No two vertices of $V(L)$ have the same alternate label, i.e., if $(V_1, X_1), (V_2, X_2) \in V(L)$ have the same alternate label $(V, T_{V,X})$, then $(V_1, X_1) = (V_2, X_2)$.

**Proof:** See [1].

We are now in a position to present the clique-cover of $L^2$. Our cliques are represented in terms of the alternate labels given to the vertices of $L$. We first show the structure of one such clique.

**Lemma 6.** For a $m$-dimensional subspace $T$ of $W_k^2$, consider the set of vertices of $L^2$ (identified by their alternate labels) as follows.

$$C_T = \{(V,T) \in V(L) : V \in PG_q(k-1,t-1)\}.$$  

Then $C_T$ is a $\left[\frac{k-m}{t}\right]_q$-sized clique of $L^2$.

**Proof:** See [1].

In [1] (Lemma 7), we show that the cliques $\{C_T : T \in PG_q(k-1,m-1)\}$ partition $V(L)$. We hence have the following theorem which summarizes our construction. The proof of the theorem follows from Theorem 2.

**Theorem 3.** The caching line graph $L$ constructed in Section V-A is a $\left(\left[\frac{m+t}{t}\right], \left[\frac{k-m}{t}\right]\right)_q$-caching line graph and defines a coded caching scheme with $K = \left[\frac{k}{t}\right]_q, F = \left[\frac{k}{m+t}\right]_q, M = 1 - \left[\frac{m+t}{t}\right]_q, R = \left[\frac{k-m}{t}\right]_q$, and $R = \left[\frac{m+t}{t}\right]_q$.

**Proof:** See [1].

In [1] (Section VI), we analyze our presented scheme and show that it achieves the parameters as shown in Table I. Table II gives a comparison of the actual quantities between our scheme and that of [2] for some particular choice of users and the uncached fraction (as defined by our scheme).

### VI. Conclusion

In this work, we have presented a framework for constructing coded caching schemes for broadcast networks via line graphs of bipartite graphs, building on results from [6]. We then present one explicit construction of such a $(c,d)$-caching line graph using projective geometry. For the uncached fraction $\left(1 - \frac{M}{N}\right)$ lower bounded by a constant, this scheme achieves subpacketization $F = O(\log_q(K))$, however the rate $R$ is $O(K)$. In another regime of operation where the rate remains below a constant, we get $F = q^{O(\log_q(K)^2}$ while the uncached fraction $1 - \frac{M}{N}$ is $O(\frac{1}{K})$. Unfortunately it appears that the scheme in this paper can hold only one parameter (among $R, \frac{M}{N}, F$) bounded by a constant, with the other two vary with $K$. Other schemes based on $(c,d)$-caching line graphs could prove to be useful in arriving at coded caching schemes with more interesting and useful parameters.
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**TABLE II:** For some specific values of $K, 1 - \frac{M}{N}$, we compare the results of [2] with this work.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$\frac{1 - \frac{M}{N}}{R} / F$</th>
<th>$\frac{K}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\left[\frac{k}{m+t}\right]_q$</td>
<td>$\left[\frac{k}{m+t}\right]_q$</td>
<td>$\left[\frac{k}{m+t}\right]_q$</td>
</tr>
<tr>
<td>$(k = 0, t = 1) \frac{m}{2}$</td>
<td>651</td>
<td>$\left[\frac{2}{7}\right]$</td>
</tr>
<tr>
<td>$(k = 4, t = 1) \frac{m}{2}$</td>
<td>2667</td>
<td>$\left[\frac{2}{7}\right]$</td>
</tr>
</tbody>
</table>

**TABLE II:** For some specific values of $K, 1 - \frac{M}{N}$, we compare the results of [2] with this work.