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Abstract

We demonstrate the effectiveness of an end-to-end trainable hybrid CNN-RNN architecture in recog-
nizing Urdu text from printed documents, typically known as Urdu OCR, and from Arabic text embedded
in videos and natural scenes. When dealing with low-resource languages like Arabic and Urdu, a major
adversary in developing a robust recognizer is the lack of large quantity of annotated data. We overcome
this problem by synthesizing millions of images from a large vocabulary of words and phrases scraped
from Wikipedia’s Arabic and Urdu versions, using a wide variety of fonts downloaded from various
online resources.

Building robust recognizers for Arabic and Urdu text has always been a challenging task. Though a
lot of research has been done in the field of text recognition, the focus of the vision community has been
primarily on English. While, Arabic script has started to receive some spotlight as far as text recognition
is concerned, works on other languages which use the Nabatean family of scripts, like Urdu and Persian,
are very limited. Moreover, the quality of the works presented in this field generally lack a standardized
structure making it hard to reproduce and verify the claims or results. This is quite surprising considering
the fact that Arabic is the fifth most spoken language in the world after Chinese, English, Spanish and
Hindi catering to 4.7% of the world’s population, while Urdu has over a 100 million speakers and is
spoken widely in Pakistan, where it is the national language, and India where it is recognized as one of
the 22 official languages.

In this thesis, we introduce the problems related with text recognition of low-resource languages,
namely Arabic and Urdu, in various scenarios. We propose a language independent Hybrid CNN-RNN

architecture which can be trained in an end-to-end fashion and prove it’s dominance over simple RNN

based methods. Moreover, we dive deeper into the working of its convolutional layers and verify the
robustness of convolutional-features through layer visualizations. We also propose a method to synthe-
size artificial text images to do away with the need of annotating large amounts of training data. We
outperform previous state-of-the-art methods on existing benchmarks by quite some margin and release
two new benchmark datasets for Arabic Scene Text and Urdu Printed Text Recognition to instill interest
among fellow researchers of the field.
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Chapter 1

Introduction

Research in text recognition for Arabic and Urdu has mostly been centered around the problem of

printed text recognition; popularly known as Optical Character Recognition (OCR) [1, 2, 3, 4]. Lack

of annotated data and inherent complexities of the script and language were the major challenges faced

by the research community. Most of the early machine learning approaches which were effective for

English OCR, were not easily adaptable to the Arabic or Urdu problem-setting for this reason. Even

today, when modern machine learning methods could be used in a language/script agnostic manner,

lack of annotated data remains a major challenge for Arabic and Urdu [5].

The problems of scene text and video text recognition deal with the recognition of text appearing in

natural scene images and text embedded in video frames, respectively. TraditionalOCR systems expect

the images to be black-and-white with the text appearing in a proper structured fashion as seen in doc-

uments. Text images in scene and video text recognition tasks are in contrast to such assumptions and

can have a huge variance in terms of font style, size, lighting conditions, perspective distortion, back-

ground noise and occlusions. Hence, the insigni�cant amount of research focus that Arabic and Urdu

OCR received couldn't be scaled directly to more complex problems of scene and video text recognition.

The computer vision community experienced a strong revival of neural networks based solutions

with the birth of Deep Learning in recent years. This process was stimulated by the success of models

like Deep Convolutional Neural Networks (DCNNs) in feature extraction, object detection and classi�-

cation tasks [6, 7]. However, these tasks only cater to problems where the subjects appear in isolation,

rather than appearing as a sequence. Such problems often require solution models to predict a series

of description labels instead of a single label.DCNNs are generally well suited for tasks where the

inputs and outputs are bounded by �xed dimensions and hence are not well suited for such sequen-

tial recognition tasks. Moreover, any variation in the length of these sequence-like inputs and outputs

further escalates the dif�culty level. Recurrent Neural Networks (RNNs) tackle the problems faced by

DCNNs for sequence-based learning by performing a forward pass on the network for each segment of

the sequence-like input. Such models often involve a pre-processing or feature extraction step, where

1



Figure 1.1: Sample images showcasing the problem statements of UrduOCR (left), Arabic video text

recognition (center) and Arabic scene text recognition (right). Notice how as we move from left-to-right, the

inherent problem complexity of recognizing text increases.

the input is �rst converted into a sequence of feature vectors [8, 9]. Such feature extraction stages are

independent of theRNN-pipeline and hence they are not end-to-end trainable.

In this thesis, we show howstate-of-the-artdeep learning techniques which are successful for English

text recognition can be easily adapted to low-resource languages, like Arabic and Urdu, in a language-

agnostic fashion. The solution proposed is not bounded by any language speci�c lexicon with the model

following a segmentation-free, sequence-to-sequence transcription approach. For the dif�culties related

to lack of annotated data, we propose an approach of synthesizing large amounts of data for Urdu

OCR and Arabic scene and video text recognition. The synthesized data resembles real-world scenarios

closely and helps outperform previous solutions on transcription accuracy.

1.1 Motivation

Digitizing historical documents is crucial in preserving our literary heritage. With the availability of

low cost mobile capturing devices, institutions all over the world are preserving their literature in the

form of scanned documents. Huge amounts of valuable Urdu literature from philosophy to sciences is

vanishing and being rendered useless because it has not been digitized till now. A major barrier to this

process of digitization is the huge overhead introduced in indexing and retrieval of such documents. All

these problems indicate towards the strong need for developing a robustOCR system for Urdu. While

Arabic text recognition has started to grab some attention of the research community [1, 10], works for

Urdu text recognition are very limited and severely lack quality. This is quite surprising considering the

fact that Urdu is the national language of Pakistan and is considered as one of the 22 of�cial languages

of India. There are over a 100 million speakers of Urdu in the world [11]. Moreover, many of the native

speakers of this language can only read and write in Urdu and hence there's a scarcity of information

and data on the internet and in digitized form for them.
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The upsurge in video sharing on social networking websites and the increasing number of television

channels in today's world reveal videos to be a fundamental source of information. Effectively man-

aging, storing and retrieving such video data is not a trivial task. Due to the huge memory overheads

associated with storing videos, using descriptors which depict the contents of a video help perform an-

alytic and storage tasks ef�ciently. Video text recognition can greatly aid video content analysis and

understanding, with the recognized text giving a direct and concise description of the stories being de-

picted in the videos. In news videos, superimposed tickers running on the edges of the video frame are

generally highly correlated to the people involved or the story being portrayed and hence provide a brief

summary of the news event. Recognition of text embedded in video frames is generally not as trivial

as compared toOCR due to variability in terms of font styles, colors, sizes and complex background

structures.

Reading text in natural scenes is a relatively harder task compared to printed text recognition. The

problem has been drawing increasing research interest in recent years. This can be partially attributed

to the rapid development of wearable and mobile devices such as smart phones, Microsoft hololens,

Oculus rift and self-driving cars, where scene text is a key module to a wide range of practical and

useful applications. Typical printed textOCR methods do not generalize well to natural scene settings

where factors like inconsistent lighting conditions, variable fonts, orientations, background noise and

image distortions add to the complexity of the problem. In Fig. 1.1, we see a typical structure of a

scanned page from a book on the left-section of the �gure. It contains a page number, paragraphs with

horizontal text lines evenly spaced and a single font type. Such characteristics can be exploited by text

recognition systems to perform accurate transcriptions. However, we see that for the video text sample

in the same �gure (middle region), there is variability in terms of font style, size and color. Morover,

the text is now randomly placed across the video frame. Moving further right, we see the scene text

sample image which now has all sorts of noise factors in the form of lighting, perspective projections,

occlusion, etc. Owing to these variations, a direct application of solutions proposed for textOCR is not

feasible.

The lack of large quantities of structured and publicly available data has been a major cause for

Arabic and Urdu text recognition community lagging behind it's Latin and Chinese counterparts [12].

Most works reported results on small datasets created privately and never made available publicly for

other researchers to compare their solutions [13]. Hence, the accuracy numbers reported by most papers

on text recognition is very high, even though the solutions may not scale to other similar problems.

Most of the testing was done on very small datasets which were again curated for a speci�c task like

recognizing text from bank cheques, postal address, etc [14]. For a fair comparison of Arabic and Urdu

text recognition systems, a standard bench-marking dataset is of utmost importance. Such a dataset

would automatically help the community to correctly rank all proposed solutions and establish astate-

of-the-artsolution.

3



1.2 Contributions

In this work, we start by providing solutions to the problems of Urdu printed text recognition, com-

monly referred to as UrduOCR. Then we move to relatively harder problems of Arabic video text and

scene text recognition and show how state-of-the-art deep learning research for English can be success-

fully adapted to Arabic and Urdu tasks, in a language-agnostic fashion. The major contributions of this

thesis are as listed below,

� Literature Survey : We provide an extensive survey on the development of text recognition sys-

tems for Arabic and Urdu in various problem settings over the years. We try to classify the various

school-of-thought's that originated as the �eld developed and provide supporting or counter argu-

ments for the same. We hope that a consolidated excerpt of the developments in Arabic and Urdu

text recognition would help the community better compare their solutions and get an understand-

ing of the areas that have a substantial scope for improvement.

� Synthetic Data Generation Pipeline :We propose a synthetic data generation pipeline to train

our models for Arabic scene and video text recognition. For low resource languages, like Arabic

and Urdu, getting large quantities of annotated data is often dif�cult and hence we feel such a

large-scale synthetic data generation pipeline can tremendously help improve the research in this

�eld. The synthetically generated images closely resemble real-world examples and have been

created from a large vocabulary of text spanning the entire character/ligature sets of the language.

� Establish newstate-of-the-artaccuracy : We beat the current state-of-the-art (SOTA) solutions

for Urdu OCRand Arabic video text recognition using a HybridCNN-RNN network, which is used

quite often in English text recognition tasks. Thereby, we show howSOTA deep learning works

for Latin and Chinese scripts can be successfully adapted to low-resource languages like Ara-

bic and Urdu. Our model achieves transcription accuracy considerably higher than the previous

benchmarks for both Urdu and Arabic text recognition tasks.

� Insights into Convolutional layers : We provide insights, by creating layer visualizations, into

the workings of the convolutional layers in our HybridCNN-RNN network and thus verify it's

dominance in terms of robustness over the traditional methods of using raw-image features and

hand-crafted features.

� Public Benchmark Datasets : To further facilitate this �eld of research, we make available

two bench-marking datasets;IIIT -Urdu OCRdataset andIIIT -Arabic dataset for problems of Urdu

OCRand Arabic scene text recognition, respectively. To the best of our knowledgeIIIT -Urdu OCR

is the �rst line-level real-world image dataset for UrduOCR task. Similarly,IIIT -Arabic dataset is

the �rst publicly available word-level real-image dataset for Arabic scene text recognition.

4



1.3 Thesis Layout

The �ow of this thesis from here is as follows. First, in Chapter 2 we take a look at the techniques for

Arabic and Urdu text transcription. We discuss the development and branching of this �eld into multiple

sub-categories and provide a literature survey of the methods devised to solve these sub-branches. We

also try to categorize the solutions into abstract categories and provide supporting and counter arguments

for most approaches in Section 2.2. In subsection 2.4.1, we describe the workings ofCTC layer which

enables us to train our HybridCNN-RNN model in an end-to-end fashion. Our solution architectures are

discussed in depth with all model and implementation details in Section 2.5.

The focus of Chapter 3 is on the Urdu printed text recognition task (UrduOCR). After describing

the problem statement and its intricate details in Section 3.1 and Section 3.2, we discuss the existing

datasets for this task and introduce ourIIIT -Urdu OCR dataset in Section 3.4. Finally, we conclude with

the transcription accuracy of our models and the observations made in Section 3.5.

Moving over to the more complex problem of scene text and video text recognition for Arabic in

Chapter 4, we introduce the problems and their respective dif�culties in subsections 4.1.1 and 4.1.2.

Next, we discuss the synthetic rendering pipeline used for training our scene text and video text models

along with the current benchmark datasets for Arabic video text recognition in Section 4.4. We also

throw light on the details of theIIIT -Arabic dataset we release for the Arabic scene text recognition task

in this section. Finally, we showcase the transcription accuracy of our model on video text and scene

text recognition tasks in Section 4.5 and provide deeper insight into the workings of convolutional layers

of the HybridCNN-RNN network.

Chapter 5 concludes the discussions of this thesis by consolidating all the contributions made by our

work. We also leave pointers on the possible extensions of this �eld in Section 5.2 for any interested

researchers of the community to pursue.
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Chapter 2

Arabic and Urdu Text Transcription

2.1 Introduction

Text recognition can generally be divided into two categories; Online and Of�ine [15, 16]. In online

recognition, the characters/glyph are recognized while the user writes the text - usually on a digitized

pen tracer with a special stylus pen [17, 18]. Whereas of�ine recognition deals with the recognition of

text from scanned copies of printed or handwritten texts. A comprehensive survey with its focus as the

differences between online and of�ine text recognition was done by [19].

Printed texts generally have the same font styles and sizes across prints, while handwritten texts can

have varying font styles and sizes for the same writer as well as among various writers. For languages

like Arabic and Urdu, where the script has a complex cursive nature and also shows ligature, character-

level segmentation is often an arduous task. Hence, segmentation-free techniques gained quite the

popular appeal. Like, [20] segment words from the input script and then compute the discrete-cosine

transform (DCT) features on a normalized input image. TheseDCT features are then used to train a

neural network which performs word-classi�cation. Another segmentation-free approach was suggested

by [2], who describe a 1D HMM of�ine handwriting recognition system employing an analytic approach

of extracting baseline dependent features from binarized input images.

In this chapter, we throw light on the process of development of text recognition systems for Arabic

and Urdu, with focus on the various stages of the recognition pipeline. We also provide a literature

survey discussing the previous works in this domain.

2.2 Literature Survey

Text recognition generally involve several steps for performing accurate transcriptions. Fig. 2.1

illustrates the various steps involved in a typical text recognition system. Each of these steps and the

related work for Arabic and Urdu in those domains have been discussed in the subsections that follow.
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Figure 2.1: Flowchart representing the various stages of a text recognition system. Notice how the

segmentation-block falls in an optional state depending on the type of solution approach utilised.

2.2.1 Pre-Processing Stage

Pre-processing and feature extraction are very important steps in automatic word recognition for

cursive scripts [21]. This step is fundamental to improve discriminating nature of the pixels or raw

features being computed from input images. There has been a lot of work done in the �eld of improving

the pre-processing stage for Arabic and Urdu text recognition [22, 23, 24, 25, 26, 27] as it can turn out

to be a bottleneck for the entire recognition process, specially since a large number of diacritics and dots

are observed in these languages. However, we can generally categorize these efforts into four broad

categories, namely;binarization, noise removal, baseline detectionandnormalization.

� Binarization is the process of converting colour orRGB images to a binary bit-map, generally

with white pixels as background and black pixels as text. Binarization of text images has been

an active �eld of research as it provides major speedups in computation [14]. Like, [28] suggest

a Markov Random Field (MRF) model based method for scene text image binarization, inspired

from the success ofMRF models in object segmentation tasks.
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� Noise Removaldeals with the process of erasing pixels from the input image which hold neg-

ligible discriminative power. Such noise is generally added to the image during the scanning

process. Some common methods to remove such unwanted noise utilize spatial and temporal

�lters using morphological operations likeopening, closing, erosionanddilation to perform im-

age operations like contour smoothing, contour or boundary extraction, text stroke reconstruction,

etc. [29, 30, 31, 32, 33, 34]

� Baseline Detectionhelps gather lot of structural information from Arabic or Urdu text images

such as dots and their positions, predecessor and successor. It also helps in correcting the slant

and skew deformations. The most common way of predicting baseline is horizontal projection

and it works exceptionally well for theOCR task [2, 22, 26, 35, 36, 37]. Other baseline detection

methods utilize either contour information [23] orPrincipal Component Analysis(PCA) [38] to

assign each image pixel into foreground or background.

� Normalization refers to the process of reducing the variation across text appearing in various

images. The variation may be in terms of font sizes and styles or in terms of skew or rotation

added during the scanning process of printed media. The most common normalization tactic is

to resize character or word images to the same size [39]. Another derived approach is to divide

the text image in multiple regions and then scale each of these regions separately [40]. For the

slant/skew correction task, [41] suggest a method using Radon transform along with the image

gradient for detecting slant angles.

2.2.2 Segmentation

For complex in�ectional languages, like Arabic and Urdu, where the scripts are intricate, segmenta-

tion is often quite challenging. Segmentation of characters/ligature generally requires accurately �nding

its starting and ending point in the text stroke. Being prone to errors, the segmentation stage is gener-

ally a bottleneck for performing text transcription. Some of the common methods of performing text

character segmentation are as follows,

� Vertical Projection Techniques : work on the assumption that mostconnector-strokesbetween

characters of Arabic are usually thinner than their corresponding character-parts, when viewed

from a vertical projection (1D view). Hence, by simply checking the pixel density along vertical

lines, character end-points can be detected. Multiple algorithms incorporate this idea to segment

words, ligatures and characters [26, 37, 42, 43]. However, these methods fail miserably when the

writing style incorporated has a slant/skew.

� Skeleton Extraction and Contour Tracing Techniques:Accurate extraction of the text skeleton

from an image can provide lot of insightful information. To further re�ne the extracted skeleton,

many approaches [44, 45, 46] processed thinned versions of the texts to extract interesting key-

points like edge-points, end-points or perform segmentation. Similarly, tracing the contours of
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main text body also helps in performing segmentation. Using contour tracing along with a set

of topological rules, [47] propose an Arabic character segmentation rule by deciding whether the

local minima obtained from contour tracing is actually a segmentation point or not.

� Morphological Techniques : use the operations ofopening, closing, erosion, dilation, etc. on

an image to perform character segmentation. By means of simple mathematical operations like

addition and subtraction of morphologically operated image versions, segmentation points can be

identi�ed [48].

� Neural Network Techniques : are generally used to validate the correctness of segmentation

candidates created by above techniques.ANNs have been trained by manually curating annotated

data of valid and invalid segmentation candidates using above segmentation techniques [49, 50].

However, almost all of the above discussed techniques cannot solve the problem of overlapping

characters, which occur quite often in Arabic and Urdu. Hence, there is still quite a lot of scope for

improvement in this block of the text recognition pipeline.

2.2.3 Feature Extraction

Feature extraction is a key component for the classi�cation stage. By extracting meaningful and

robust features, we capture the intrinsic characteristics of the script which differentiate one character

from the other. The classi�cation stage can then make use of these features and perform accurate

classi�cation. However, the process of feature extraction is highly variable in terms of the problem

being solved. Each problem has its own set of properties that need to be captured from the image and

hence a feature that works for one problem might fail for another [51]. The categorization of most

common feature extraction techniques is as follows,

� Structural Features : are generally formed using local and global properties of text image to

capture the geometrical properties of an image. These are the most common types of features for

performing text recognition [34, 52, 53, 54]. Some simple features for our Arabic and Urdu text

recognition cases can be the position of diacritics and dots in the absolute pixel coordinates or

relative to the baseline of text body, the weight of strokes, number of connected components or

loops, etc.

� Statistical Features : try to �t a mathematical function over the spatial distribution of pixels in

the text image. Generally, the function is built by deriving a set of statistical features at each

image pixel [34]. The most common statistical feature for text recognition is zoning, where

the characters are divided into overlapping and non-overlapping regions and analyzed for pixel

density [55]. In a popular work, [56] divide the image into zones and measure the direction of text

contours in each region. Thereafter, histograms of chain-codes de�ne the direction of contour for

each region which acts as the statistical feature for that region.
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� Global Featuresare generally computed by using transformation techniques to move the image-

features into a different vector space where the image signal can be described in a concise/compact

format. This process generally involves representing the signal as a linear combination of simpler

functions with the coef�cients being given by the expansion of a linear combination [14, 29].

The most common global transformation techniques areFourier Transform[57], Discrete Cosine

Transform(DCT) [20], Wavelets[12], Hough Transform[58] andMoments[26].

2.2.4 Classi�cation

The classi�cation stage takes in features from the feature extraction stage and tries to assign a la-

bel to it from the given set of classes. The classi�cation stage generally requires a training step where

annotated input-output mappings are provided. This trained model is then used to predict the cor-

rect label class for a new input sample. The most popular methods for the classi�cation stage are

K-nearest neighbour(KNN) [59], Hidden Markov Model(HMM ) [60, 61, 62] andArti�cial Neural Net-

work (ANN) [63, 64, 65].

2.3 Arabic and Urdu Text Databases

To develop and compare text recognition systems, existence of standard databases is essential. How-

ever, due to the focus of vision community being on English and Chinese scripts, insigni�cant amount

of work has been done for Arabic and Urdu. Owing to a lack of standard benchmarks, most of the

research in this �eld is done on private datasets without fair comparison. Hence, most works showcase

high accuracy results while they may not scale to a large set of problems. We compile an extensive list

of publicly available datasets in this subsection.

� IFN /ENIT Database[36] is the most popular Arabic handwritten words dataset. It contains 26,459

handwritten names written by 411 different writers representing 937 Tunisian town and village

names. This dataset is available publicly for research purposes.

� IFHCDB Database[13] short forIsolated Farsi Handwritten Character Database, comprises of

52,380 character and 17,740 numerals scanned at a 300 dpi resolution and stored as 77x95BMP

images. This dataset is available publicly for research purposes.

� AHDB database[66] short forArabic Handwritten Databasecontains numerals and entities used

in cheques written in Arabic by 100 different writers.

� Arabic Cheque Database[67] is a handwritten cheques database containing 29,498 entities,

15,175 Indo-Arabic numerals and 2,499 samples each of legal and courtesy amounts curated from

3,000 real cheques.
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� ADBase andMADB ase Dataset[21] ADBase is a binary image dataset of 70,000 handwritten Ara-

bic digits written by 700 different writers.MADBase is a modi�ed version ofADBase following

the conventions ofMNIST dataset [68] to allow better comparison among Latin and Arabic scripts.

It has grey-scaled images resized to 28x28 resolution. Both these datasets are available publicly

for research purposes.

� Handwritten Arabic Digit Database [69] contains 21,120 scanned samples of digits written by

44 different writers. The images are saved in binary format along with horizontal and vertical

histogram information to make available the digits locations.

� Handwritten Arabic Character Database [65] contains 15,800 Arabic character images written

by about 500 writers. The handwritten pages were scanned at 300 dpi and saved as 7x7 resolution

grey-scaled character images. However, this dataset isn't available publicly.

� HACDB [70] short forHandwritten Arabic Characters Database, contains 6,600 character shapes

written by 50 writers of ages ranging 14-50 years. The focus of this database is to capture all

possible shapes and ligatures that might occur in any Arabic text. This database is available

publicly for research purposes.

� UPTI Database[71] short forUrdu Printed Text Imagesconsists of 10,063 synthetically generated

images of Urdu text lines. The dataset consists of both ligature and line versions. This dataset is

available publicly for research purposes.

� ALIF Dataset[72] is a dataset of text embedded in video frames. It consists of 6,532 cropped

text line images from 8 popular Arabic News channels. A�ne subsection of this dataset has been

annotated at the character level. This dataset is available publicly for research purposes.

� ACTIV Dataset[73] is a dataset similar toALIF but is larger in size. It consists of 21,520 images

containing text embedded in video frames extracted from famous Arabic news channels. This

dataset is also available publicly for research purposes.

From the above mentioned datasets, it is quite clear that more complex tasks like Arabic video text

or scene text recognition at the word or line level have not received much attention. To the best of our

knowledge, there are no publicly available datasets for word/line-level Arabic or Urdu text recognition.

2.4 Text Transcription

There have been a few works for complex cursive scripts similar to Arabic (like Indic and Persian

scripts) which addressed the problem of data scarcity by using synthetic data. A synthetic dataset

comprising of 28K word images was used in [74] for training a nearest neighbour based TeluguOCR.

The images were rendered from a vocabulary of 1000 words by varying font, font size, kerning and other
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rendering parameters. Early attempts to recognize text in cursive scripts often required a segmentation

module which could segment words into sub-word units like characters or glyphs.

In [3], a structural technique for recognition hand printed Arabic characters using thinning tech-

niques [75] on the text skeleton was proposed. The feature extraction stage for this work involved

identifying lines, curves and loops in the contour of text. In a more sophisticated work, [76] proposed

an ANN based Arabic printed text recognition system. The pre-processing and feature extraction stage

for this work involved binarizing the image and extracting global features from the image, respectively.

A segmentation based approach [77] for recognition of printed Arabic characters split the process of

segmentation and recognition into two steps. The �rst step incorporates segmenting each character

based on the angle formed at the intersection of adjoining characters. Thereafter, the diacritics and dots

are removed from the segmented characters to keep the number of distinct classes to a minimum. Fi-

nally, structural features are extracted from the segmented character images and a decision tree performs

classi�cation.

However, the works inOCR started following segmentation-free approaches. Like, [78] proposed a

segmentation free technique for ArabicOCRby performing morphological operations on text images and

comparing them with existing symbol models. Using Fourier Transform coef�cients from normalized

polar images, [12] proposed a method to recognize multi-font cursive Arabic words. Recognition was

achieved by performing template-matching using Euclidean distance as the loss metric.

There have been many works using Hidden Markov Models (HMMs) [79] and Recurrent Neural Net-

works (RNNs) [80, 81]. A hybrid approach combining the powers ofHMMs andRNNs used Hough

transform features to perform multi-font Arabic character recognition [58]. UsingHMMs, [62] propose

a printed Arabic text recognition system utilizing 16 features extracted from non-overlapping hierarchi-

cal windows. Among these methods,RNNs became quite popular for transcribing text words or lines

directly into a sequence of class labels.LSTM networks used along withCTC loss (subsection 2.4.1) [82]

enabled end-to-end training of a network which can transcribe from a sequence of image features to a

sequence of characters. This approach did not require segmenting words or lines into sub-units, and

could handle variable length images and output label sequences naturally. Employing this strategy, [9]

perform English scene text recognition by feeding Histogram-of-Gradients (HOG) features to aRNN

trained using theCTC loss.

The most recent advances in the text recognition domain for Latin and Chinese scripts follow the

segmentation-free ideology. Moreover, the heavy-lifting task of creating robust and descriptive fea-

tures is done by a Convolutional Neural Network (CNN). For an image captioning task, [83] present

a model combiningCNN and Bidirectional-LSTM that generates natural language descriptions of natu-

ral scene images, using a structured objective that aligns the two modalities. Using a similar network

pipeline, [84] propose theCRNN model for Image-based sequence recognition. They incorporate feature

extraction (usingCNN), sequence modelling (using Bi-directionalLSTM) and transcription (usingCTC)
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in a uni�ed framework which can be trained in an end-to-end fashion. Another novel solution [85] tack-

led the text recognition problem from an encoder-decoder setting. The proposedRARE model (Robust

text recognizer with Automatic REcti�cation) consists of a Spatial Transformer Network withLSTM

based encoder-decoder network to perform seqeunce-to-sequence transcription. Our solution architec-

tures follow suit to theCRNN type of solutions.

2.4.1 Connectionist Temporal Classi�cation

Most real-world sequence learning tasks require that prediction of sequences of labels be made from

noisy, unsegmented input data. In our case of text prediction, for example, an image is transcribed into

words or sub-word units.RNNs are the obvious choice for such tasks given their powerful sequence

learning capabilities. However, a major challenge in using them for sequence classi�cation tasks is

that they require pre-segmented training data and post-processing to transform their output features

into a label sequence. SinceRNNs are trained to consider each classi�cation as an independent event,

each input feature needs to be mapped to its corresponding output feature before training the network.

The independently recognized labels are joined post-classi�cation appropriately to obtain the complete

output sequence.

Segmentation of words into their corresponding classes, specially for in�ectional languages like

Arabic and Urdu, is extremely challenging and requires lot of effort and language knowledge. Hence,

we decide to use a temporal classi�er known as Connectionist Temporal Classi�cation (CTC) [82]. The

underlying idea ofCTC is to interpret the network outputs as a probability distribution over all the

possible label sequences, conditioned on a given input sequence. This probability distribution can then

be directly used to derive an objective function that maximizes the probabilities of the correct label

assignments. Moreover, since the objective function is differentiable, aCTC layer can be plugged into

any network and trained with standard back-propagation through time (BPTT).

The output activation functions are normalized such that the resultant on their summing up is one.

This activation can thus be treated as a probability vector of the characters present at that position.

The output layer associates one node for each class label and another special 'null' character node, to

indicate a 'no character' label on inputs where no decision can be made. Thus, forK classes, there are

K+1 number of nodes in the output layer. TheCTC objective function is de�ned as the negative log

probability of the network correctly labelling the entire training set. Given a training set (S) consisting

of paired input and target sequences (x,z), the objective function (O) can be expressed as follows,

O = �
X

(x;z )2 S

ln p(zjx)

The advantage of having such discriminative objective functions is that we can directly model output

label sequence probabilities given the input sequences. Such functions perform better than generative
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Figure 2.2: Visual representation ofCTC loss in action. The illustration above showsCTC computing the

probability of an output sequence ”Urdu Blog” (written in Urdu), as a sum over all possible alignments of input

sequences that could map to it taking into account that labels may be duplicated because they may stretch over

several time steps of the input data (represented by the split-image at the bottom of the �gure).

function based systems likeHMMs as shown in [86]. Moreover,HMM based systems assume that the

probability of each observation is dependent only on its current state. Whereas,RNN based systems, spe-

cially with LSTM units, can easily model continuous trajectories and, in principle, extend the contextual

information available over the entire input sequence.

2.5 Solution Architectures

The ef�cacy of a sequence-to-sequence transcription approach lies in the fact that the input sequence

can be transcribed directly to the output sequence without the need for a target de�ned at each time-step.

In addition, contextual modelling of the sequence in both directions, forward and backward, is of high

utility for complex cursive scripts. Contextual information is critical in making accurate predictions for

a language like Arabic or Urdu where there are many similar looking characters/glyphs, particularly

vowel modi�ers (dots above and below characters) and diacritics in Arabic and Urdu. Although we

focus only on Arabic and Urdu in results and discussions, we provide an unconstrained solution archi-

tecture. By anunconstrainedsolution, we mean that our model is not bounded by any language-lexicon

and any possible combination of the scripts character-set can be recognized. We discuss two solution
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Figure 2.3: Flow diagram representing the two solution architectures;BLSTM (left) and

HYBRID CNN-RNN (right) for an UrduOCR task.

architectures for this text recognition setting in the following subsections. A visual comparison of the

two methods can be seen in Fig. 2.3.

2.5.1 BLSTM Architecture

RNNs are an optimal choice for our unconstrained end-to-end system as they have a strong capability

of capturing contextual information within a sequence. Additionally,RNNs are capable of handling

variable length sequences. Since the number of parameters in aRNN is independent of the length of

the sequence, we can simply unroll the network as many times as the number of time-steps in the input

sequence. This helps us to perform unconstrained recognition, where the predicted output can be any

sequence of labels from the entire label set (unique characters/glyphs and puntuation marks appearing

in the Urdu and Arabic script).

Unfortunately, for standardRNN architectures (also calledvanilla RNNs), the range of context that

can be accessed at any given time step is limited. As the input activation cycles around the networks

recurrent connections, it's in�uence on the hidden layer, and therefore on the network output, either de-

cays or blows-up exponentially. This problem is often referred to as the vanishing gradient problem [87],

making it dif�cult for an RNN to learn tasks containing delays of more than about 10 time-steps, in prac-

tice, between the relevant input and target events.
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